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A B S T R A C T

This paper presents a Computational Fluid Dynamics (CFD) simulation of the quenching process 
based on ISO 9950, focusing on the heat flux and heat transfer coefficient integrated over a metal 
specimen. The numerical method, which employs the two-fluid VOF method and frozen turbu-
lence approach (Cukrov et al., Appl. Sci. 2023, 13, 9144), is used for the transient simulation. 
Since quenching processes involve complex boiling phenomena shifting from film boiling to 
nucleate boiling, a standard method based on VOF cannot be applied. The comparison of the 
simulation results with the ones obtained using correlation, and the data obtained using the In-
verse Heat Transfer Analysis (IHTA) method have revealed that the proposed method can accu-
rately predict the heat flux and heat transfer coefficient in the film boiling regime of the 
immersion quenching process. Note that the previous paper (Cukrov et al., Energies. 2023, 16, 
7926.) presented the immersion process modeling and the temperature distribution, while the 
current paper examines the heat transfer characteristics of the immersion quenching process.

1. Introduction

The increased hardness obtained by martensitic microstructure is, to a first approximation, the desired mechanical property that is 
to be achieved via the immersion quenching process of steels. It is, however, less known that the occurrence of boiling phenomena 
during the process, since the initial material temperature by far exceeds the saturation temperature of the quenchant medium, is the 
most challenging issue in modeling such a process. The studies that encompass the macroscopic description of a multiphase flow 
phenomena were carried out in the past, primarily with the two methods: the mixture model and the two-fluid model (TFM). The 
former is, to the authors’ knowledge, the first model used to estimate the transient temperature evolution in a conjugate heat transfer 
(CHT) simulation, which was performed by Krause et al. [1], using Lee’s mass transfer model was used with a temperature-dependent 
empirical constant used in the selection of the appropriate boiling mode. The latter model, TFM, has recently become more widely used 
for flow simulations involving boiling and condensation phenomena, and the model is being continuously improved, e.g. Refs. [2–4].

A numerical method based on TFM was proposed for the simulation of a water quenching process by Srinivasan et al. [5]. The film 
and transition boiling regimes are taken into consideration in this model, with a constant Leidenfrost temperature as a switch criterion 
between the two regimes. In the film boiling regime, the heat transfer coefficient h was modeled with Bromley’s correlation for a 
steady-state film boiling in a horizontal tube with a saturated liquid; derived analogously to Nusselt number correlation for film 
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condensation. Although the TFM is used, the authors formulate the energy equation for a mixture phase, alleviating the complex 
modeling of energy transport at the phase interfaces. The proposed model was applied to the simulation of engine cylinder head 
quenching by Srinivasan et al. [6]. Kopun et al. [7] extended the model of Srinivasan et al. [5] in terms of the inclusion of additional 
momentum transfer closures, namely lift and wall lubrication forces, and the variable Leidenfrost temperature, together with another 
fluid-solid energy transfer coupling interface, termed multi-material. The model was applied to the simulation of quenching of a steep 
aluminum plate (geometry) and an engine cylinder head. The structure of the mass transfer model is same as the base model [5], but 
the variable Leidenfrost temperature is introduced as a criterion for determination of the boiling regime that is present in the flow 
domain. In other words, in their model, the Leidenfrost temperature is used as a switch criterion between the different correlations for 
calculation of the interphase heat transfer coefficient which directly influences the computed mass transfer.

A numerical model for the spray quenching using the Eulerian TFM was developed by Stark and Fritsching [8]. This model can be 
applied not only to the film and nucleate boiling regimes that occur in the process together with the single-phase convection heat 
transfer, but also the condensation processes that are present in the computational domain. To accomplish this, appropriate source and 
sink terms were introduced to the conservation equations for mass, momentum, and energy. To determine which of the aforemen-
tioned phase change phenomena (boiling or condensation) takes place, in each computational cell two criteria are examined: the liquid 
temperature and the volumetric heat flow rate. First, the temperature of the liquid in the cell is compared to the saturation temperature 
for relevant absolute pressure in the system (hereinafter called saturation temperature). If the liquid temperature is higher than the 
saturation temperature (if it is lower than saturation temperature, then no mass transfer takes place, i.e., the volumetric sources are 
equal to zero), a limiting volumetric heat flow rate, Φlim, is computed in the cell, and compared with the cell’s volumetric heat flow 
rate, Φcell. If Φcell > Φlim, the boiling phenomenon occurs in the domain. Otherwise, the condensation occurs. This condensation is 
referred to as “Condensation I″, and is a consequence of the volumetric heat flow rate in the cell. Furthermore, the model considers the 
case when vapor temperature is lower than saturation temperature, that is, Tv < Tsat. Then, the condensation referred to as 
“Condensation II” takes place. This approach is implemented into ANSYS Fluent code, and has been applied to jet impingement cooling 
of a flat plate [8]; a conjugate heat transfer problem used to, among other results, obtain the distributions of heat transfer coefficients 
and surface temperatures.

Apart from TFM, the usage of the level-set method, an instantaneous interface resolving method, in conjunction with stabilized 
finite-element method (FEM) in the numerical modeling of the quenching process was proposed by Kosseifi [9]. The proposed model 
uses the variational multi-scale (VMS) approach, known also as Navier-Stokes VMS, for efficient handling of mass and momentum 
equations in multiphase flows with high density and viscosity ratios across the interfaces. The advection of the interface is accom-
plished using the sum of the growth velocity and the velocity computed as a dependent variable, that is, the transport velocity. The 
volume of fluid method, which is also an interface resolving method, was applied to the quenching process simulation by Moon et al. 
[10]. Using fine mesh, which results in small time step of the order of micro second, the computed surface temperature shows good 
agreement with the experimental measurement.

Going back to the TFM framework, a simulation related to jet impingement cooling of a heated surface was conducted by Subhash 
[11] using a different approach. The author used AVL Fire [12] code and the multi-fluid model was utilized for computation of boiling 
flows, that is, the quenching process. The importance of adequate modeling of turbulence in accurate estimation of wall heat transfer is 
emphasized, in particular the important role of turbulent kinetic energy, whilst the quenching process is modeled using the model of 
Srinivasan et al. [5]. A 3D industrial scale quenching model based on VMS approach, that may be regarded as a finite--
element-method’s mode of the large eddy simulation (LES), was proposed by Bahbah [13]. In this work, the boiling flow of a quenching 
process in complex geometry was demonstrated. This approach was applied to turbulent flow in conjunction with standard LES in John 
[14]. More recently, the fundamental issues regarding industrial scale quenching simulation were tackled by Brissot [15]. Further-
more, in a recent study by Cukrov et al. [16], the theoretical framework for modeling of turbulent flow using the so-called “frozen 
turbulence” approach has been proposed, and applied to a film boiling simulation around a silver specimen in a quenching process. The 
application of this model in a water entry, i.e., the immersion process, has been reported in Cukrov et al. [17].

Two main modeling approaches are used in quenching simulations: TFM and the interface resolving schemes such as LSM or VOF. 
The former approach is primarily associated with the large-scale computations and comes with the possibility to use larger time 
increment and coarser grids; wherein empirical closures are used in order to complete the numerical models. Here, the adaptation of 
empirical closures limits the generality of the model applications. In the latter approach, DNS, the liquid-gas interface is directly 
captured, but a sufficiently small grid size and time step are required to resolve all relevant time and length scales.

In order to avoid relying on the empirical data, as typical with the TFM model closures, but still preserving all the features of the 
TFM (coarse meshes and relatively large time steps), a large interface handling within the context of TFM becomes interesting to 
observe in this research. Thus, the identifiable interface used in single-fluid formulations, e.g. VOF, is involved in a TFM computation. 
To accomplish this, a two-fluid VOF method comes in handy. This kind of approach is not strange in the field of multiphase CFD 
modeling. Starting from, to the author’s knowledge, work of Černe et al. [18] nowadays on, there were numerous attempts to combine 
the two approaches. Many of them were summarized in an introductory part in Mer et al. [19].

Hence, in the present study, the two-fluid VOF model available in Ansys Fluent [20] has been used in order to simulate the 
quenching process. The novelty of the present work is the application of two-fluid VOF method to quenching problem and the 
application of the model to hybrid meshes composed of both triangular and quadrilateral cells. Since the quenching process is taking 
place in the final stages of the steel manufacturing process, it is very important to perform it properly as it can ruin all the upstream 
processes and costs. By application of the two-fluid model, this may become applicable at an industrial scale, as already have been 
established in the field of nuclear engineering. The main difference between the quenching and nuclear application is the existence of 
higher heat flow rates in the case of heat treatment, and therefore making the effort for conduction of the numerical simulations more 
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pronounced. How this is carried out within the present research, it is explained in the remainder of the paper that is organized as 
follows. After this introductory chapter, the proposed numerical method is briefly described in the second chapter.

2. Numerical method

The numerical method used in this investigation is based on the Eulerian two-fluid VOF method implemented in commercial CFD 
software ANSYS Fluent [20], the detailed description being given in Cukrov et al. [21]. Briefly, two sets of governing equations, the 
conservation of mass, momentum and energy, are solved on a per phase basis, while the connection between them is established via the 
source terms. In this research, however, an asymptotic case of the two-fluid model is invoked by involvement of asymptotic like limits 
in the momentum and energy conservation equations via the anisotropic drag (momentum equations) and zero-resistance (energy 
equations) models. The geometrical reconstruction scheme proposed by Youngs [22] has been used in reconstruction of the interface 
between the phases. Since the interfacial area density is calculated as the gradient of the volume fraction, i.e., Aint = |∇ɑv|, the 
application of the closures in the two-fluid model can be referred to as the “locally imposed closures”, because they do apply in the cells 
that contain the interface. This has been also found, and graphically described, in Kharangate [23]. The idea of computation of the 
interfacial area density using the gradient of the volume fraction has been also addressed in free surface handling in algebraic 
interfacial area density method (AIAD), proposed in Höhne and Vallée [24], but also the large bubble model (LBM) uses the same 
approach [25]. The computational domain is divided into two parts: the fluid and solid part. The computational domain and the 
meshes used for the simulation are depicted in Fig. 1. The computational domain is the radius of 0.1 m and the height of 1 m. The radius 
of the solid body is 6.25 mm and the height is 60 mm. The number of meshes for the solid domain is 8 × 32 in the lateral and vertical 
directions. The fluid domain consists of quadrilateral and triangular meshes, the number of which is 1824 and 8274 meshes respec-
tively. The fluid mesh thickness on the solid is 0.12 mm.

The applied mesh motion algorithm involves remeshing and smoothing, and is carried out according to recommendation in 
Ref. [26]. The smoothing is, hence, diffusion based, wherein a diffusion equation is solved, while local cell remeshing technique is used 
with involved sizing function. The topological change (remeshing) has been experienced by the triangular part of the domain, due to 
the motion of the cylinder during the process.

The mesh sensitivity analysis was performed to verify the numerical method used in this study. The test case was the Stefan 
problem, which is typically used for the phase-change simulations, and the details are reported in Cukrov et al. [21]. The maximum 
relative error in the temperature field is shown in Fig. 2 as the function of the grid index, which is defined as Δx/Δxmin. Here Δx is the 
grid spacing, and Δxmin is the minimum grid spacing used for the analysis. Three types of meshes are evaluated: uniform, stretched 
quadrilateral and hybrid meshes. The result of the uniform mesh features monotonic convergence, i.e. the error monotonically ap-
proaches to an asymptotic value as the grid spacing decreases, which is considered to be reasonable. However, the results of the other 
types of mesh do not feature the monotonic convergence, indicating the difficulty of the grid convergence for the two-fluid/Eulerian 
approach using non-uniform mesh. Pointer and Liu [27], and Gauss et al. [28] reported the irrelevance of the application of the fine 
mesh in the two-fluid simulation because the conservation equations are defined on a per-phase basis, while the interfacial transport is 

Fig. 1. The computational meshes (a) in the whole domain and (b) around the specimen in the 2D axisymmetric coordinate system. The black and 
blue cells represent the solid and fluid domain, respectively. The quadrilateral meshes move downward without deformation during the immersion 
process, while the triangular meshes are allowed to deform. (For interpretation of the references to colour in this figure legend, the reader is referred 
to the Web version of this article.)
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being modeled using the source terms in those equation sets. Although the mesh convergence is theoretically required for CFD sim-
ulations, the mesh convergence study for the quenching simulation is postponed to future works.

2.1. Mass transfer

The mass transfer is modeled with a novel approach, in which the mass transfer rate is calculated from the energy balance at the 
liquid-vapor interface. The mass transfer model has been proven to be accurate in the solution of the Stefan problem on various size 
and/or type grids. The idea behind this can be found in Perez-Raya and Kandlikar [29], and is compared in Fig. 3. The approach in 
Ref. [29] uses three probes in estimation of the distance from the so-called G-cell, the cell where from the temperature gradient is to be 
computed, to the interface (Fig. 3(a)). The authors claim that their approach is similar to one proposed in Sato and Ničeno [30], 
wherein a sharp interface calculation method for boiling flows has been proposed and validated against experimental data on nucleate 
boiling, and applied also in the case of film boiling that succeeded the critical heat flux in Ref. [31]. The distance d3 is crucial in 
estimation of the temperature gradient. The similar approach has been used within the scope of the present research, by an assumption 
that the cell center distance to the interface is approximately equal to the half-width of a rectangular cell, that is, d3 ~ Δx/2 (Fig. 3(b)).

2.2. Turbulence model

In this study, the so-called “frozen turbulence model” is used, which is described in detail in Ref. [16]. The model is a modification 
of the realizable k-ε model: the turbulent viscosity is a variable, but TKE is assumed to be constant. The usage of this turbulence model 
involves the application of the variable turbulent viscosity due to flow dependent Cμ factor. As shown in Ref. [16], the flow in the vapor 
phase is assumed to be laminar flow, while the turbulent flow is assumed to occur in the vicinity of the vapor-liquid interface and the 
bulk liquid. The jet flow is assumed to be analogous to the flow of a vapor film, and the TKE value is estimated from the 
Kelvin-Helmholtz instability theory [32] in conjunction with the boundary layer theory method proposed in Ref. [33].

2.3. Water entry

The downward motion of the solid sample, i.e. the immersion process, was modeled using the Arbitrary Lagrangian-Eulerian (ALE) 

Fig. 2. Mesh sensitivity analysis of the proposed numerical method for the Stefan problem [21].

Fig. 3. The reconstruction of the temperature gradient, i.e., the calculation of the distance from the neighboring cell center to the interface: (a) the 
distance from the G-cell used in estimation of temperature gradient to the interface used in Perez-Raya and Kandlikar [29]; (b) the estimation of the 
distance in the context of the present research [21].
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approach, the details of which are reported in Ref. [17]. The use of hybrid meshes (quadrilateral cells near the solid region and 
triangular cells in the far field) was found to be valuable in the remeshing process to cope with the topological change. The inter-
polation of variables was computed using Green-Gauss node-based method, due to triangular cells that are present in the domain, in 
conjunction with the stabilized bi-conjugate gradient stabilized method (BiCGSTAB) for solving linear system of equations, that was 
necessary to improve the numerical stability.

3. Studied heat transfer characteristics

3.1. Experimentally determined quantities

The experimental investigation used to validate the computational result is proposed in Ref. [34], while the one used in qualitative 
assessment on the temperature field transient evolution and the rewetting behavior has been already addressed in Ref. [17]. Hence, in 
both cases the Inconel 600 superalloy has been heated to a predefined high temperature, somewhere higher than 850 ◦C, in a furnace, 
and then is dipped down in a quiescent liquid at temperature 60 ◦C, as per [34], or ca. 52 ◦C, as in Ref. [17]. In both the cases, 
furthermore, the temperature is measured in the central point of the specimen, at a location 30 mm above the bottom surface of the 
material, using the K-type thermocouple connected with an acquisition system. The experimental setup used herein is in accordance 
with ISO 9950 standard. The immersion velocity is estimated as 130 mm/s [17], and this estimation is within the range of the im-
mersion velocities applied in the experimental work in Demirel [35], that is, 100 mm/s and 200 mm/s. The estimated heat transfer 
coefficients in Ref. [34] are based on an inverse heat transfer (IHTA) method, that reconstructs the heat transfer coefficient values in a 
vicinity of a certain point of a specimen based on the previously measured temperature data. The features of the “ivfSmartQuench” 
system that is associated with the measurements using the ISO 9950 standard has been explained in Troell et al. [36].

3.2. Overall and partitioned heat transfer characteristics

The procedure for determination of overall heat transfer coefficient in the case of subcooled film boiling of a cylinder specimen is 
shown in Momoki et al. [32]. As in the case of film boiling in a liquid at saturation temperature, the calculation of heat transfer is 
divided into four sectors, namely: the downward facing horizontal surface (surface A); vertical surface with smooth (surface B1) and 
wavy interface (surface B2) between the phases; and a horizontal top surface (surface C). Thus, the overall heat transfer coefficient is 
again calculated using the expression for the overall heat transfer surface that has been used in the previous investigation [16], 
referring thereby to the aforementioned work by Momoki et al. [32]. However, it now refers to subcooled condition, since the inputs 
hA, hB and hC now incorporate the correlations for subcooled liquid pool boiling, and are constituted from saturated part multiplied by 
the subcooled constant; the full description of the model equations in given in Ref. [37] (the correlations for subcooled film boiling of a 
finite length vertical cylinder may also be found in other publications from this group, namely Yamada et al. [38–40]).

As is the case of superheated vapor, that we had to, as in the case of Nusselt film condensation model, take the thermal properties of 
the unsaturated phase are for some average temperature, ϑm = (ϑw + ϑ′)/2, in the case of superheated vapor; ϑm = (ϑ’ + ϑb)/2, on the 
liquid side of the vapor-liquid interface. Here, ϑm is the average temperature used for estimation of thermal properties, ϑw is the wall 
temperature, ϑ′ the saturation temperature, and ϑb the bulk liquid temperature. All the thermal properties were taken from Halasz et al. 
[41]. The material properties are listed in Table 1.

4. Results

In this chapter the experimentally obtained results are presented together with the ones obtained with the computational model 
presented herein. The qualitative assessments were made for the immersion quenching in case of the immersed specimen, focusing 
thereby on the temperature field evolution and the rewetting front behavior. Furthermore, the overall and per surface heat transfer 
characteristics were examined. In doing so, only the case when a body is in contact with quenchant has been considered, neglecting 
thereby the heat transfer to the surrounding medium prior to immersion. This is in accordance with the graphical description of the 
relevant specimen position for the evaluation of the heat transfer coefficient, shown in Demirel [35], and the explicit statement on the 
neglect of the heat transfer to the surrounding air in Li et al. [42].

The heat transfer analysis was carried out for (i) the overall surface and (ii) each of the surfaces defined in Fig. 4: the surface A 
(horizontal bottom), B (vertical surface) and C (horizontal top). The overall surface is the sum of the surfaces A-C. The dimensions of 
the specimen are defined in the ISO 9950 standard for the determination of the cooling power of liquid quenchants. The cylinder, with 
a diameter of D = 12.5 mm and a height of H = 60 mm, was manually immersed into a liquid bath in the experiment. The dimensions of 
the bath are 100 mm in diameter and 170 mm in height. The total amount of quenchant liquid is 1 l, enough to conceive the thermal 

Table 1 
Thermal properties of liquid water and superheated vapor phase at atmospheric pressure.

Phase ρ, kg/m3 cp, kJ/(kg K) λ, W/(m K) μ, Pa s Pr -

liquid, 60 ◦C 983.2 4.183 0.654 4.664E-4 2.981
liquid, 80 ◦C 971.8 4.196 0.670 3.543E-4 2.219
vapor, 477.5 ◦C 0.289 2.120 0.0642 2.766E-5 0.914
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reservoir criterion by neglectable temperature change after a hot metal is immersed in the immersion quenching process.

4.1. Overall heat transfer rate

4.1.1. Qualitative assessments on the temperature field
The temperature field distribution obtained using the experiment with liquid water at ca. 52 ◦C, may be qualitatively tracked in 

Fig. 5. Since the Biot number Bi exceeds the lower limit of 0.1, that is known as a limiting value in the case wherein the lumped 
transient heat conduction model is to be applied (Bi → ∞), the existence of temperature gradients with respect to space is evident 
thorough the process. A bottom-up temperature decrease is noted at the beginning of the cooling process.

Overall, the computed temperature distribution inside the solid material, which is shown in Fig. 6, shows similar feature to the 
experiment (Fig. 5), i.e. bottom-up tendency. However, there is a discrepancy in detail: the temperature at the bottom surface is 
apparently overestimated. We consider that the overestimation is caused by the perfectly horizontal bottom surface in the simulation. 
The vapor underneath the bottom surface stays there in the simulation, while the vapor may slide in the experiment due to the slight 
inclination of the bottom surface. These plots denote the similar tendency as the one obtained in Demirel [35] using the finite element 

Fig. 4. The definition of the surfaces A, B and C, which are used in the partitioning of the heat transfer.

Fig. 5. The qualitative assessment of the temperature field after the immersion process: (a) the rapid decrease in temperature is present at the 
bottom side of the specimen, followed with the noticeable vapor zone beneath the downward facing surface (dash dot line); (b) the decrease in 
temperature yields the start of the rewetting front (red arrow) at the bottom part and its advancing in a bottom-up fashion; (c) the temperature 
around a central position of a probe showing the highest value (red zone), and the rewetting front (red arrow) advances further in the upward 
direction. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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method (FEM) in conjunction with the input data obtained from the experiment. At least when initial phases of the FEM simulation are 
observed. The temperature distribution, both in the experiment and the simulation, in the center of the specimen is found to experience 
the lowest change, that is, the temperature gradients with respect to space are the lowest in this area. This allows for, at least for some 
rough estimations, the application of the lumped heat conduction model (0 < Bi < 0.1) to estimate the cooling characteristics at this 
point.

By careful inspection of Fig. 5(a), one may note the mushy region beneath the downward facing horizontal surface of the specimen, 
denoted with the dash-dot line. It could be explained with the fact that the vapor bubble remains at the bottom of the specimen because 
of the horizontal bottom plane. In other words, it is the trapped vapor phase at the bottom side of the specimen which continues the 
film boiling mode of the heat transfer. This may be simplified as illustrated in Fig. 7(b), that can be also used to point out the boiling 
modes that are present in a classical immersion quenching case.

4.1.2. Quantitative analysis based on the total heat transfer coefficient and the overall heat flux
The heat transfer coefficient values presented within this section were obtained on a per surface basis, using area weighted average 

values extracted via the graphical user interface. The average heat transfer coefficient, compared to the data available in Landek et al. 
[34], obtained using IHTA agrees reasonably well. This is shown in Fig. 8.

It is noteworthy to emphasize the capturing of the vapor explosion in the simulation. This period is shown at the start of the 
immersion, when a body reaches free surface of the liquid water, and is followed by the increase in the integral quantities, the heat 
transfer coefficient and the heat flux.

The heat flux has been reported for the whole part, and it is notable that the calculated overall heat flux by means of numerical 
simulation agrees with the correlation result with the sufficient level of accuracy, as can be deduced from Fig. 9.

The transient oscillations are associated with the existence of dry-zones during the boiling process, as shown also in a recent study 
by Tecchio et al. [43]. However, due to the known difficulty to reach the transient behavior of the integral quantities (heat fluxes and 
heat transfer coefficients) in an experiment, for example, due to small dimensions of the specimen and extremely high temperatures 
that are occur during the quenching process, it is difficult to provide the comparison of our data with the experimentally obtained ones. 
Furthermore, IHTA modeling approach is based on previously recorded temperature data and therefrom the heat transfer coefficients 
are obtained, it is somehow difficult to manage the dynamics of the vapor film so precisely as with the direct approach. On the other 
hand, the DNS of interface motion applied to the film boiling that reported the values of the integral quantities, while computing also 
the temperature field within the material and the accompanied fluid flow, has not been found in the literature. Therefore, the exact 

Fig. 6. The temperature distribution in a solid object during the quenching process, whilst the body remains stationary in a liquid medium.

Fig. 7. A conceptual sketch of immersion quenching process: (a) film boiling mode; (b) rewetting of the specimen surface and a mushy region 
beneath the downward facing horizontal surface; (c) single-phase convection heat transfer - not considered within the present study.
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comparison of the transient oscillations obtained using the numerical approached applied herein with the experimental data was not 
manageable within the present work, due to inexistence of such data known to authors.

The heat flux partitioning has been selected in the heat transfer analysis that follows, using the surface nomenclature denoted at the 
beginning of this chapter.

4.2. Partitioned heat fluxes on a per surface basis

4.2.1. Heat transfer of surface A: the bottom surface
The heat transfer coefficient calculated using the empirical expressions for subcooled pool film boiling on a horizontal surface of a 

vertical cylinder specimen, oriented (surface, not cylinder) downward, exhibits the distribution shown in Fig. 10, and yielded the heat 

Fig. 8. Comparison of calculated heat transfer coefficients by taking into consideration all heat transfer surfaces with the results obtained using 
experimental data, presented in Landek et al. [34], and the correlation given in Momoki et al. [37]. The dashed lines denote ±15 % discrepancy 
from the correlation result.

Fig. 9. The overall heat flux transferred from the solid specimen during the immersion process, after impact on a free surface level of a liquid 
quenchant; a comparison with the data obtained using correlations.

Fig. 10. Comparison of calculated heat transfer coefficients on the bottom horizontal surface by use of numerical simulation with the ones obtained 
with correlation available in Momoki et al. [37] and the investigation of 30 × 30 mm cylinder made of silver by Yamada et al. [39].
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transfer coefficient value of 137.2 W/(m2 K).
This is, in the same time, the first one (among the various heat transfer coefficients; namely on surfaces A, B and C) that experiences 

significant increase in its value as the solid body approaches the free surface of the water, i.e., the liquid medium; an order of 
magnitude jump of its value is noted at t ~ 1.3 s; from 41.16 W/(m2 K) at t ~ 1.2 s up to 276.8 W/(m2 K) at t ~ 1.3 s. The maximum heat 
transfer coefficient value is, however, slightly higher, 308.4 W/(m2 K), at t ~ 1.4 s, while the minimum is reached shortly thereafter, at 
t ~ 2 s and is of value 3.4 times smaller that this, 89.5 W/(m2 K). The average heat transfer coefficient obtained by use of numerical 
simulation is 177.1 W/(m2 K).

The experimental values are taken from Yamada et al. [39], which were obtained for 500 K wall superheat on a silver cylinder with 
D = L = 30 mm, with 20 K subcooling, showing thereby the close correspondence between the simulation results and the data obtained 
using empirical correlations with the value of ca. 127 W/(m2 K). Since the conditions are not perfectly matching the ones that we have 
in the simulation presented herein, these values are considered as the orientational ones.

The heat flux at the horizontal bottom surface, surface A, exhibits the behavior depicted in Fig. 11. This is, however, the heat 
transfer surface that firstly experiences the significant increase in heat flux after the material approaches free surface level of the liquid 
medium. This is evident in the maximum heat flux recorded in the numerical simulation at this surface that is of value 224.9 kW/m2 at t 
~1.4 s. This value corresponds to the maximum heat transfer coefficient at this surface at the same time point. The minimum heat flux 
value at this surface reported in the numerical simulation is 63.2 kW/m2, and it is noticed at t ~2 s, while the average heat flux is 94.4 
kW/m2. The correlation used in prediction of the heat flux at this surface fits well with the data obtained by use of numerical simulation 
proposed herein, as could be drawn from the heat flux distributions. The correlation result for the heat flux at the bottom surface is 
103.6 kW/m2.

4.2.2. Heat transfer of surface B: the longitudinal surface
The dominant heat transfer surface in the model proposed in Momoki et al. [37], and Yamada et al. [39] has been divided into two 

parts; the smooth interface region (denoted as B1 in the model proposed by the authors), and the wavy interface region (denoted as B2 
in those references). Hence, the heat transfer coefficient that embeds both regions is calculated according to definition of the heat 
transfer coefficient (Newton’s cooling law) as: 

hB =
qB

ΔTw
(1) 

where qB (W/m2) is the total heat flux at the vertical surface of the cylinder and ΔTw (K) is the initial wall superheat, since both regions 
can be calculated with the same initial temperature differences, i.e., the wall superheats. Therefore, it is difficult to make direct 
comparisons with the results in Yamada et al. [39]. It could be just stated that the numerical simulation provided the values of the heat 
transfer coefficient within the range from 232.9 W/(m2 K), recorded at t ~ 2 s and being the minimum heat transfer coefficient at this 
surface, to 843.8 W/(m2 K), reported at t ~ 1.3 s, that is the maximum of the heat transfer coefficient recorded at this heat transfer 
surface and generally the highest heat flux recorded within the present study. The time averaged heat transfer coefficient of the vertical 
surface obtained by use of the simulation is 265 W/(m2 K). The resulting plot is, together with simulation (instantaneous and averaged) 
result plotted in Fig. 12. The average heat transfer coefficient on the cylindrical surface of the Inconel 600 probe (surface B in this 
simulation), compared to the data available in Landek et al. [2], obtained using IHTA agrees reasonably well, as has been also shown in 
Fig. 12. The IHTA averaged result yields an average value of 452.8 W/(m2 K), while the correlation results, however, is closer to the 
one obtained by use of numerical simulation and is 213.6 W/(m2 K).

The heat transfer coefficient at this surface, and, therefore, the corresponding heat fluxes, that are of interest within the context of 
present research are those of the immersed part of the solid object. In other words, if half of the body is immersed into the liquid 
quenchant, then the heat transfer only of the immersed part would be considered, not a whole object’s heat transfer surface. Hence, a 
single-phase convection heat transfer from the non-immersed part is neglected in the context of the present research, at least to a great 
extent, since it is somewhat difficult to sharply determine what is completely immersed due to motion of the free surface. The 
consideration of only the immersed part has been graphically shown in Demirel [35], whereby h ∕= 0 is taken inside the liquid 
quenching, and h = 0 during a single-phase convection to the ambient air.

It is, however, unphysical to consider the average heat transfer coefficients at the vertical lateral surface by taking into consid-
eration the values from the non-immersed part. This neglect would lead to extremely high heat fluxes and corresponding heat transfer 
coefficients at the very beginning of the immersion process; thus yielding better agreement with the experimentally obtained data 
(IHTA) and the ones obtained by use of empirical correlation. The heat flux distribution with respect to time is shown in Fig. 13, and 
also exhibits the same tendency as the heat flux at the vertical surface of the specimen.

Thus, the maximum heat flux value recorded by use of the numerical simulation is 624.3 kW/m2 at t ~1.3 s, while the minimum 
heat flux value this time does not have a correspondence with the minimum heat transfer coefficient value, since it is recorded at t ~4 s 
and is 167.2 kW/m2. This non-perfect correspondence of the minimum heat flux and the minimum heat transfer coefficient may be 
addressed to the associated complex flow behavior that affects the temperature of the wall that appears in the denominator of the heat 
transfer coefficient expression.

4.2.3. Heat transfer of surface C: the top surface
It should be noted that the heat transfer coefficient at this surface shows the highest differences in the values of the extrema among 

the studied heat transfer surfaces, from 659.5 W/(m2 K) at t ~ 4 s, as the maximum value, to 28.2 W/(m2 K) at t ~ 1.7 s, being the 
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minimum value, and that may be addressed to formation of a crater, that is a dry zone at the top surface of the cylinder after the 
cylinder is fully immersed into liquid. Furthermore, it has the lowest average value of the heat transfer coefficient, 174.1 W/(m2 K). 
Fig. 14 shows good agreement between the correlation result, 184 W/(m2 K), and the one obtained with the present model. The both 
results could be easily correlated to the ones obtained in Yamada et al. [39], where a result of approximately 191 W/(m2 K) has been 
obtained. The similar patterns are recognizable also in the distribution of the heat flux at this surface, Fig. 15.

Since the original experiment involves a steel rod that holds the Inconel 600 probe, within this simulation it is assumed that this rod 
doesn’t exist. Due to additional effort that has to be carried out if the steel rod is considered, for the sake of simplicity it is assumed that 
a free boundary is at the top horizontal surface of a cylindrical specimen.

The maximum heat flux at the top surface of the specimen is thus 463.5 kW/m2, that is recorded at t ~4.4 s, while its minimum 
value is just 21.1 kW/m2, noticed at t ~1.7 s. An average heat flux value is thus 122.3 kW/m2, with the correlation result being close to 
this value, 138.9 kW/m2.

Fig. 11. The distribution of the heat flux values at horizontal bottom surface (surface A) with respect to time.

Fig. 12. Comparison of the calculated heat transfer coefficients on the vertical lateral surface with the results obtained using experimental data, 
presented in Landek et al. [34], and the ones obtained via the empirical correlation given in Momoki et al. [37].

Fig. 13. The heat flux distribution versus time for vertical lateral surface; a comparison between the numerical simulation (instantaneous and the 
data averaged with respect to time) and the result obtained by use of correlation available in Momoki et al. [37].
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5. Conclusions

In this paper, a new CFD simulation method and results for the immersion quenching process have been presented. The method, 
based on a Eulerian two-fluid VOF formulation, can accurately predict the evolution of the temperature distribution of the solid 
material, under the condition of prescribed initial temperatures of the solid specimen and quenchant medium. The calculated heat 
transfer coefficient for the overall solid object also shows good agreement with the IHTA and the correlation result, which are 
consistent with each other. noting thereby that further refinement of TKE value would provide more accurate result, but, since we 
want, to a great extent, the model that is based on the basic principles and the derivatives thereof, fine tuning was found as an 
inappropriate approach in the context of the present study. The reported heat fluxes and the overall heat flux agrees relatively well 
with the correlation data. The graphical inspection has revealed the proper evolution of the crater, after the body is immersed into the 
quenchant. The reported data follows the, say, orientation, data from other investigators.

In summary, the following conclusions can be drawn from the study carried out. 

1. The obtained heat transfer coefficients follow the patterns of the averaged data obtained using IHTA and the correlation ones. 
Although further refinement of the TKE value would yield, most probably, the more accurate result, it is claimed that it should stem 
from careful theoretical reasoning instead of fine tuning any simulation parameter.

2. The vapor explosion has been successfully reconstructed by use of the present numerical method, as observed from the heat fluxes 
and, therefore, the heat transfer coefficients, especially at the bottom horizontal surface of the cylinder that is the first one which 
experiences the rapid jump in these heat transfer characteristics.

3. The formation of a crater after the solid body is being completely immersed into liquid medium and its impact heat transfer have 
been also captured in the present simulation case; graphical inspection reveals its increased presence due to the phase change 
process that is present in the flow.

4. Further exploration on the partitioned heat transfer may reveal some hidden aspects of the results obtained herein; generally 
speaking, the heat fluxes agree reasonably well with the data obtained using correlation.

Finally, it is shown that the accepted method is suitable for film boiling simulation during the immersion quenching process in a 
sense that the complete heat transfer characteristics, most notably: the heat transfer coefficients and heat fluxes may be successfully 
tracked through the simulation. This confirms that the temperature evolution in a solid could be successfully tracked during the film 
boiling mode of immersion quenching process by application of the Eulerian two-fluid method, although the film boiling, due to its 
stratified flow nature, has been tackled primarily with single-fluid methods.

Fig. 14. The heat transfer coefficient distribution on the top horizontal surface, surface C, with respect to time together with the correlation data 
obtained using the model presented in Momoki et al. [37] and the data available in Yamada et al. [39].

Fig. 15. The instantaneous, averaged (both simulation) and correlation obtained heat flux values at the top horizontal surface.
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Due to the simplicity and the effectiveness of the computational model used herein, the possible further future steps are as follows: 

1. Revealing the hidden aspects of the model in resolving fundamental boiling flows, such as vapor bubble rise and nucleate pool 
boiling.

2. Further study of turbulence modeling in the case of film boiling, aiming to the class of problems that may be accurately computed 
only using DNS or LES.

3. Consideration of a mixing length hypothesis (MLH) model [43], due to the observed similarity between the fully developed pipe 
flow with a flow inside a vapor film.

4. Replacement of the constant TKE value with an assumption of constant turbulence intensity, yielding the TKE value that would 
stem from the fluctuating velocity.

The other phase change simulations, such as solidification and melting, wherein the enthalpy methods are standardly used, and are 
usually not accompanied with a two-fluid formulation, may now be allowed to be carried out, based on the principles shown in 
Ref. [21].
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APPENDIX 

The correlations used in the estimation of the heat transfer coefficients on a per surface basis were taken from Momoki et al. [37].

Surface A: horizontal bottom surface

The heat transfer coefficient for surface A is defined as: 

hA =
(
0.699+0.411 ΦA − 0.145Φ2

A +0.035Φ3
A
)

hA,sat (A.1) 

where ΦA =

[(
JA
JA0

)3(
1+βJA
1+βJA

)]1
5
. Here, JA ≡

(
FA1 +

̅̅̅̅̅̅̅
FA2

√ )1
3 +

(
FA1 −

̅̅̅̅̅̅̅
FA2

√ )1
3 + 1

3β

(
Sc
Sp

)

JA0 =

(
1
2
+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
4
+

64
27

β3

√ )1
3

+

(
1
2
−

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
4
+

64
27

β3

√ )1
3

; Sc≡
cpL ΔTsub

PrL r0
; β ≡

(
R2

2Sp PrL

)1
3 

FA1 =
1
2
+

2
3

(
Sc
Sp

)

+

[
1
3β

(
Sc
Sp

)]3

; FA2 =
1
4
−

64
27

β3 +
2
3

(
Sc
Sp

)

−
4
27

(
Sc
Sp

)2

+

[
1
3β

(
Sc
Sp

)]3

; R ≡

(
ρVμV

ρLμL

)1
2 

The heat transfer coefficient in a system composed with the saturated liquid instead of the subcooled one, hA,sat , reads: 

hA,sat =NuA

(
kV

D

)

=1.0327
(

GrA

Sp

)1
5
(

kV

D

)

(A.2) 

with the Grashof number GrA ≡

(
gD3

ν2
V

)[(
ρL
ρV

)

− 1
]

, and the dimensionless wall superheat Sp ≡
cpV ΔTsat

PrV r0
.
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Surface B1: vertical surface of the cylinder with smooth vapor-liquid interface

The heat transfer coefficient for surface B, with smooth vapor-liquid interface, is defined as: 

hB1 =

[

1+ cB1

(
Sc
Sp

)]

hB1,sat (A.3) 

where cB1 = 10.45+ 11.74 L
πλ0

, and the capillary length λ0 is calculated as λ0 ≡

[
σ

g(ρL,sat − ρV,sat)

]1
2

with ρL,sat and ρV,sat denoting the densities of saturated liquid and vapor, respectively.
The saturated film boiling heat transfer coefficient, hB1,sat, is defined as: 

hB1,sat =
2
3

(
kV

LB1

)[

(1 + B)
3
4 − B

3
4

](
GrB1

Sp

)1
4

(A.4) 

where the factor B = 0.28228
(

D
LB1

)4
5
(

Sp
GrB1

) 1
15 

and the Grashof number GrB1 ≡

(
gL3

B1
ν2

V

)[(
ρL
ρV

)

− 1
]

. The smooth interface length LB1 is 

defined as LB1,sat = S 2πλ0, where S is an empirical factor and is taken to be 0.5 for the present research, as recommended in Momoki 
et al. [37].

Surface B2: vertical surface of a cylinder with wavy vapor-liquid interface

The heat transfer coefficient for surface B, with wavy vapor-liquid interface, is defined as: 

hB2 =

[

1+0.0905
(

cpV

cpL

)(
PrL

PrV

)(
Pr2

L
R2

)0.23 (GrB2L Sp*
GrB2,sat

)1
4
(

λ
LB2

)(
Sc
Sp

)]

hB2,sat (A.5) 

where the corresponding Grashof number GrB2L ≡

(
gλ3

ν2
L

)[(
ρLB
ρL

)

− 1
]

, and the distance of the cylinder covered with the wavy interface 

LB2 = L − LB1. Here the LB1 calculated as: LB1 = (1 + 56.3 Sc)LB1,sat .
The heat transfer coefficient in the case of the saturated liquid, hB2,sat , is expressed as follows: 

hB2,sat =0.740(kV / λ)
(

GrB2

Sp*

)1
4
, (A.6) 

where the dimensionless wall superheat Sp* =
cpV ΔTsat

[PrV(r0+0.5cpV ΔTsat)]
, and the accompanied unit-length of a vapor film λ =

16.2

[

1(
Sp*3 GrBλ0

)

] 1
11

λ0.

Surface C: top horizontal surface of the cylinder

The heat transfer coefficient for surface C is defined as: 

hc =

[

1+0.0395
(

cpV

cpL

)(
kL

kV

)(
Sp

GrC,sat

)1
4
(

λ3
0 r0g αLPr2

LSc
cpL ν2

L

)1
3
(

PrL

PrV

)(
Sc
Sp

)]

hC,sat (A.7) 

with α being an isobaric volume expansion coefficient and hC,sat the heat transfer coefficient at the top surface in a saturated liquid case.
The heat transfer coefficient in the case of the film boiling in a saturated liquid pool can be estimated as: 

hC,sat ≡NuC

(
kV

λ0

)

= 0.425
[
GrC

Sp

]1
4
(

kV

λ0

)

(A.8) 

with the Grashof number GrC =

(
g λ3

0
ν3

V

)[(
ρL
ρV

)

− 1
]

.
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Data availability

Data will be made available on request. 
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