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ABSTRACT 

To explore the influence of fuel injection strategy on the combustion process, the 

Computational Fluid Dynamics (CFD) simulations were performed, and simulation results 

were validated against the experimental data measured at different rail pressures and injection 

timings. The experiments were conducted on a diesel engine equipped with an advanced 

injection system that allows full control over the injection parameters. To model the 

combustion process of EN590 diesel fuel, two different approaches were used: the General Gas 

Phase Reactions (GGPR) approach and the 3-zones Extended Coherent Flame Model (ECFM-

3Z+). The calculated results, such as mean pressure and rate of heat release, were validated 

against experimental data in operating points with different injection parameters in order to 

prove the validity of spray and combustion sub-models. At the higher injected pressure, GGPR 

model showed better prediction capability in the premixed phase of combustion process, 

compared to the ECFM-3Z+ model. Nevertheless, in the rate-controlled phase of combustion 

process, ECFM-3Z+ model shows stronger diffusion of temperature field, due to the more 

detailed consideration of combustion diffusion phenomena in the ECFM-3Z+ governing 

equations. Furthermore, the results show that the rail pressure has a lower impact on the 

combustion process for injection timing after the Top Dead Centre (TDC). Both, single and 

multi-injection cases are found to be in a good agreement with the experimental data, while the 

GGPR approach was found to be suitable only for combustion delay determination and ECFM-

3Z+ also for the entire combustion process.  

 

KEYWORDS 

Diesel engine, Injection, Combustion, General gas phase reactions, Coherent flame model, 

Spray 

 

HIGHLIGHTS 

• Numerical and experimental research of the single and multi-injection strategy 

• Comparison between chemical mechanism n-heptane and combustion model ECFM-3Z+ 

• Better prediction of the GGPR in the premixed phase for a higher injection pressure 

• Better predictions of the ECFM-3Z+ in the rate of heat release peak 

• Lower impact of the rail pressure for injection timings after the TDC 
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NOMENCLATURE 

Latin Description Unit 

A Constant in Arrhenius law  

c Species concentration mol m-3 

CD Drag coefficient  

CP  Cunningham correction factor  

C1 WAVE breakup model constant 1  

C2 WAVE breakup model constant 2  

d Droplet diameter m 

D Effective diffusion coefficient m2 s-1 

Ea Activation energy J kg-1 

f Frequency Hz 

Fd Drag force N 

gi Cartesian component of the force vector  m s-2 

h Enthalpy kJ kg-1 

H Total enthalpy interfacial exchange term kJ kg-1 

l Length of the nozzle m 

𝑚 Mass kg 

𝑚̇ Mass flow kg s-1 

M Molar mass kg kmol-1 

ncycl Number of cylinders  

nnh Number of nozzle holes  

p Pressure Pa 

q Heat flux W m-2 

qt Turbulent heat flux W m-2 

r Droplet radius m 

R Ideal gas constant J (mol K)-1 

S Source of extensive property  

t Time s 

T Temperature K 

u,v Velocity m s-1 

V Volume m3 
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w Molecular weight of species k kg kmol-1 

x Cartesian coordinates m 

Y Mass fraction  

   

Greek Description Unit 

α Volume fraction  

β Coefficient in Arrhenius law  

𝛾 Half outer cone angle rad 

Г Diffusion coefficient  

λw Wavelength m 

μt Turbulent viscosity  Pa s 

ρ Density kg m-3 

τa Breakup time s 

φ Extensive property of general conservation equation  

ω Reaction rate  

Ω Wave growth rate s 

 

1. INTRODUCTION 

Despite the increasingly strict emissions standards, diesel fuel continues to be the primary 

energy source for the transportation systems [1]. The main reason for that is diesel engine 

higher thermal efficiency when comparing to the spark ignition ones, especially for heavy load 

transport [2]. Currently, the consumption of diesel fuel in the transportation sector is three times 

larger than gasoline, with recorded increasing trend [3] which can be addressed to higher 

conversion efficiency, higher specific power output, and better reliability of diesel engines [4]. 

Therefore, the researches in more efficient engine operation are flourishing [5]. 

The overall energy efficiency of diesel engines regarding fuel consumption and pollutant 

emissions highly depends on the spray and combustion processes. Fuel evaporation, vapour 

interaction with the surrounding gases, and subsequent combustion are directly determined 

with the fuel injection strategy [6]. Therefore, to contribute to the diesel engine efficiency 

increase, the in-depth understanding of evaporation and combustion process is of great 

importance [7]. To examine the impact of the injection system on the combustion process, it is 

common to couple the CFD analyses with the experimental research [8]. This approach is 

capable of getting a validated insight of physical and chemical phenomena inside the cylinder 

such as temperature field, evaporated fuel, flame zones, emission concentrations, and spray 
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cloud shape [9]. With such insight and the in-depth understanding of combustion and spray 

processes, it could be possible to achieve the reduction of emission formation [10]. For 

example, in [11] the authors combined experimental and numerical approach to determine the 

possible enhancements of diesel engine design and operation. A detailed investigation of the 

multi-injection strategy was conducted in [12], where CFD analysis showed the capabilities to 

model the low-temperature combustion in order to achieve higher efficiency, lower nitric 

oxides, and lower soot emissions. In [13], the authors showed the possibilities to achieve the 

higher thermal efficiency of a dual fuel engine by optimising the fuel injection strategy. It is 

known that the fuel consumption efficiency and pollutant emissions depend on the injection 

system parameters, piston geometry parameters, and conditions inside the combustion chamber 

[14]. For example, in [15] the authors presented the optimization process of piston design. A 

similar procedure can be adopted for injection timing research and influence of fuel injection 

strategy on the combustion process, as shown in [8] and [16]. Recent numerical researches of 

diesel engines also focused on the swirl motion [17] and engine cooling influence [18] on the 

combustion and emission formation processes. Regarding the injection timing, several 

experimental investigations were carried out to show the influence of multi-injection strategies 

on the in-cylinder pressure [19]. Most of the experimental studies have been hitherto conducted 

with a constant injection parameters [20]. Similar experimental investigations for different 

percentage of animal fat in diesel fuel blends were carried out to quantify their impact on in-

cylinder pressure and emissions [21].  

 The experimental measurements in this research were conducted on an upgraded four-

cylinder PSA Diesel 1.6 HDi engine that allows full control over the fuel injection parameters. 

The multi-injection strategy features the separate pilot and main injections which results in 

reducing the emissions and engine combustion noise [22]. The Pilot Injection (PI) is used to 

produce a small amount of vapour that ignites and increases the mean in-cylinder temperature 

[23]. At later crank angle positions, the Main Injection (MI) follows. In this research, the 

EN590 diesel fuel that features low sulphur content and it is characterised by a cetane number 

51 was used to power the experimental engine [24]. To model the combustion process with the 

GGPR approach, the n-heptane (C7H16) chemical mechanism was employed [25]. This 

mechanism contains skeletal general gas phase reactions of chemical species, where the 

chemical kinetic was described with the CHEMKIN tabulation [26]. Since the chemical and 

physical properties of the diesel fuel EN590 in experiments were different from n-heptane, 

fluid intensive properties were taken from the EN590 database [27]. Such an approach is 

commonly used in the literature [28].  

The main novelty of this research is an analysis of ECFM-3Z+ and GGPR combustion 

modelling approaches coupled with the experimental investigation on the real industrial IC 

engine including both single injection and multi-injection strategy. To the best of our 
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knowledge, the comparison between two combustion modelling approaches together with the 

experimental research was examined on this scale for the first time. Apart from validating the 

results on both single and multi-injection system in a real industrial diesel engine, the impacts 

of injection parameters like injection timing and rail pressure were also analysed with the 

combination of experimental research and numerical simulations. Furthermore, the research 

revealed some specific point during the analysis. The combustion process in the Diesel engines 

is mainly dominated by the chemistry, which effects in the better agreement of the GGPR 

results with the experimental data in the premixed stage of the combustion. While the ECFM-

3Z+ shows a better prediction in the late combustion due to the better description of the mixing 

time that depends on the turbulence quantities (turbulence kinetic energy and turbulence 

dissipation rate). The presented combination of experimental research and numerical 

simulations can be successfully used for further investigation of both single injection and multi-

injection parameters that influence the combustion process. Finally, the calculated results such 

as the mean pressure and the rate of heat release (ROHR) were compared with the experimental 

data. 

 

2. MATHEMATICAL MODEL 

All simulations were performed using the Reynolds-Averaged Navier-Stokes (RANS) equation 

approach. For the turbulence modelling, the 𝑘 − 𝜁 − 𝑓 turbulence model was employed [29].  

2.1.  Spray modelling 

CFD simulations were performed by using the Euler Lagrangian (EL) modelling approach 

considering processes such as fuel atomization, droplet evaporation, and vapour combustion 

[30]. The definition of the EL spray approach is that the two-phase flow is described for a gas 

phase and a liquid fuel in a different manner. The gas phase is treated as a continuum while the 

liquid fuel is treated as discrete parcels. The continuum assumption is based on the conservation 

equations for the finite control volume approach where the fluid flow is divided into a selected 

number of control volumes [31]. 

The discrete parcels are tracked through the flow field by using the Lagrangian mechanics. In 

this research, authors considered only the drag force occurring due to the high relative 

velocities between the interacting phases. The parcel trajectories are described as: 

 

𝐹d𝑖 = 𝑚p
𝑑𝑢p𝑖

𝑑𝑡
,       (1) 

 

where the drag force, 𝐹d𝑖, is calculated by employing the Schiller Neumann drag law [32]: 

 



7 

 

 

 

𝐹d𝑖 = 0.5𝜋 𝑟2𝜌𝐶𝐷𝑢𝑖
2,      (2) 

 

where the drag coefficient 𝐶𝐷 is calculated depending on Reynolds number, 𝑅𝑒 [33]: 

 

𝐶𝐷 = {

24

𝑅𝑒𝐶𝑝
(1 + 0.15𝑅𝑒0.687)     𝑅𝑒 <  103

                    
0.44

𝐶𝑝
                    𝑅𝑒 ≥ 103

.   (3) 

 

In Equation (3), the 𝐶𝑝 is the experimentally determined Cunningham correction factor [33]. 

When the fuel injection starts the liquid jet disintegrates into smaller droplets. To model the 

spray disintegration process, the WAVE breakup model was employed [34]. The assumptions 

of this model are the spherical shape of liquid droplets and proportionality of the wavelength 

of surface wave and growth of initial perturbations. Thus, the radius of a disintegrated droplet, 

𝑟𝑠𝑡𝑎𝑏𝑙𝑒 can be expressed as: 

 

𝑟𝑠𝑡𝑎𝑏𝑙𝑒 =  𝜆𝑤C1,       (4) 

 

where 𝐶1 is the model constant, and 𝜆𝑤 is the wavelength of the fastest growing wave on the 

parcel surface. The rate of parcel radius reduction is calculated according to: 

 

𝑑𝑟

𝑑𝑡
= −

(𝑟−𝑟𝑠𝑡𝑎𝑏𝑙𝑒)

𝜏𝑎
 ,      (5) 

 

where the modelled breakup time 𝜏𝑎 is defined as: 

 

𝜏𝑎 =
3.726𝑟 𝐶2 

𝜆𝑤 Ω
.       (6) 

 

The term 𝐶2 in Equation (6) is the constant used to tune the droplet breakup time. The 

wavelength λ𝑤 and the wave growth rate 𝛺, occurring in Equation (6) depend on the local flow 

properties, as discussed in [34]. 

 

2.2. Combustion modelling 

The combustion process is modelled by using two different approaches; General Gas Phase 

Reactions (GGPR) and combustion model ECFM-3Z+ [27]. The first approach uses various 

chemical mechanisms described through species chemical reactions and by using the Arrhenius 
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law. On the other hand, the ECFM-3Z+ model is one of the coherent flame approaches suitable 

for the modelling of the combustion process in diesel engines. 

 

2.2.1. General gas phase reactions 

The combustion process can be modelled by using chemical kinetics. With such an 

approach, a higher modelling accuracy can be achieved but with increased computational 

effort, comparing to the commonly used combustion models. In this work, the skeletal chemical 

mechanism for n-heptane (C7H16), described with 46 chemical species and 182 chemical 

reactions is employed [25]. To obtain the mass fraction of each chemical species in the gaseous 

phase, an additional transport equation is solved. The calculation of the source term in the 

species transport equation is calculated as: 

 

𝜔 = 𝐴 ∙ 𝑇𝛽 ∙ 𝑒−
𝐸𝑎
𝑅𝑇.     (7) 

 

where the constants A, 𝛽 and 𝐸𝑎 are given in the CHEMKIN tabulation for each reaction and 

are derived from the experimental investigation [25]. The FIRE™ solver provides the input 

data of species mass fractions and their thermodynamic data in each cell and calculates their 

reaction rates based on the perfectly stirred 0D reactor model. The chemical species can 

originate in chemical reactions as products, but they also can be reactants. If the chemical 

species is a reactant, it will be modelled as a sink in the corresponding transport equation:  

 

𝜕

𝜕𝑡
(𝜌𝑦𝑥) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑦𝑥) =

𝜕

𝜕𝑥𝑖
(𝛤𝑥

𝜕𝑦𝑥

𝜕𝑥𝑖
) + 𝑆𝑥  .   (8) 

 

The species source term S𝑥 in Equation (8) is expressed as a difference between all forward 

and backwards reactions, considering the concentration of chemical species in these reactions: 

 

S𝑥 =
𝑑𝑐𝑖

𝑑𝑡
∙ 𝑀𝑖 = ∑ 𝜔𝑛,𝑓 ∙ 𝑐𝑛,𝑓 ∙ 𝑐𝑜𝑥𝑦 −

𝑓
𝑛=1 ∑ 𝜔𝑛,𝑏 ∙ 𝑐𝑛,𝑏 ∙ 𝑐𝑟𝑒𝑑

𝑏
𝑛=1  , (9) 

 

where the index f is the number of forwarding chemical reaction, in which the chemical species 

are generated, and index b is the number of backwards chemical reactions. In Equation (9), 

𝑐𝑜𝑥𝑦 denotes the molar concentration of the oxidizer and 𝑐𝑟𝑒𝑑 denotes the molar concentration 

of the redactor, and 𝑐𝑛,𝑓 and 𝑐𝑛,𝑏 represent molar concentrations of all species that participate 

in forward chemical reactions, i.e. backwards chemical reactions. The heat released from each 

reaction is summed up and it is included in the energy conservation equation.  
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For describing turbulence-chemistry interaction, Probability Density Function (PDF) 

approach was considered in this work. Probability Density Function in this model is based on 

the presumed Gaussian Probability Density Function. The temperature T is assumed to be the 

sum of mean temperature and temperature variance: 

 

𝑇 = 𝑇̅ + 𝑥 √𝑇′𝑇′̅̅ ̅̅ ̅ ,     (10) 

 

where the probability density function of x is the standard Gaussian function 𝑝(𝑥). The mean 

value of temperature function can be calculated as approximate quadrature formula: 

 

𝑓(𝑇)̅̅ ̅̅ ̅̅ ≈ ∑ (𝑇̅ + 𝑥𝑘 √𝑇′𝑇′̅̅ ̅̅ ̅) 𝑐𝑘
𝑛
𝑘=1  ,      (11) 

 

where the 𝑐𝑘 is a coefficient in each node 𝑥𝑘 calculated using the formula: 

 

𝑐𝑘 = ∫ (∏
𝑥−𝑥𝑗

𝑥𝑘−𝑥𝑗
𝑗≠𝑘 )

2

𝑝(𝑥) 𝑑𝑥
∞

−∞
 .      (12) 

 

Finally, temperature variance is calculated solving its transport equation with its correction 

factors: 

 

𝜕

𝜕𝑡
(𝜌𝑇′𝑇′̅̅ ̅̅ ̅) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑇′𝑇′̅̅ ̅̅ ̅) =

𝜕

𝜕𝑥𝑖
(

20

17
𝜇𝑡

𝜕𝑇′𝑇′̅̅ ̅̅ ̅̅

𝜕𝑥𝑖
) + 2.86 𝜇𝑡(

𝜕𝑇̅

𝜕𝑥𝑖
)

2

− 2𝜌
𝜀

𝑘
𝑇′𝑇′̅̅ ̅̅ ̅ .   (13) 

 

 

2.2.2. Three-zones Extended Coherent Flame Model 

The 3-zones Extended Coherent Flame Model (ECFM-3Z+) is one of the coherent flame 

models suitable for modelling the combustion process in diesel engines. This model has a 

decoupled treatment of chemistry and turbulence, which makes it an attractive solution for 

combustion modelling [35]. Besides the standard species transport equations, the ECFM-3Z+ 

solves additionally transport equations of 11 chemical species: O2, N2, CO2, CO, H2, H2O, O, 

H, N, OH and NO in each cell [27]: 

 

𝜕𝜌̅𝑦̃𝑥

𝜕𝑡
+

𝜕𝜌̅𝑢𝑖𝑦̃𝑥

𝜕𝑥𝑖
−

𝜕

𝜕𝑥𝑖
((

𝜇

𝑆𝑐
+

𝜇𝑡

𝑆𝑐𝑡
)

𝜕𝑦̃𝑥

𝜕𝑥𝑖
) = 𝜔𝑥̇

̅̅̅̅  ,    (14) 
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where 𝑦̃𝑥 is the averaged mass fraction of species x and 𝜔𝑥̇
̅̅̅̅  is the corresponding combustion 

source term. Furthermore, three transport equation for the fuel mass fraction 𝑦𝑓𝑢, mixture 

fraction 𝑓 and residual gas mass 𝑔 have to be solved [27]: 

 

𝜕

𝜕𝑡
(𝜌𝑦𝑓𝑢) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑦𝑓𝑢) =

𝜕

𝜕𝑥𝑖
(𝛤𝑓𝑢

𝜕𝑦𝑓𝑢

𝜕𝑥𝑖
) + 𝑆𝑓𝑢 ,   (15) 

𝜕

𝜕𝑡
(𝜌𝑓) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑓) =

𝜕

𝜕𝑥𝑖
(𝛤𝑓

𝜕𝑓

𝜕𝑥𝑖
) ,   (16) 

𝜕

𝜕𝑡
(𝜌𝑔) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑔) =

𝜕

𝜕𝑥𝑖
(𝛤𝑔

𝜕𝑔

𝜕𝑥𝑖
)  .   (17) 

 

The fuel fraction is divided into two variables: fuel mass fraction in the fresh gases 𝑦̃𝑢.𝑓. and 

fuel mass fraction in burnt gases. Where the fuel mass fraction in the fresh gases 𝑦̃𝑢.𝑓. is 

calculated from the transport equation: 

  

𝜕𝜌̅𝑦̃𝑢.𝑓.

𝜕𝑡
+

𝜕𝜌̅𝑢𝑖̃𝑦̃𝑢.𝑓.

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
[(

𝜇

𝑆𝑐
+

𝜇𝑡

𝑆𝑐𝑡
)

𝜕𝑦̃𝑢.𝑓.

𝜕𝑥𝑖
] + 𝜌̅𝑆̃̇𝑢.𝑓. + 𝜔𝑢.𝑓.̇̅̅ ̅̅ ̅̅  ,  (18) 

 

and the fuel mass fraction in burnt gases is calculated as the difference between the fuel mass 

fraction 𝑦𝑓𝑢 and fuel mass fraction in the fresh gases 𝑦̃𝑢.𝑓.. Additionally, the mixing of 

evaporated fuel with fresh air is modelled with the transport equations for the unmixed fuel and 

the unmixed oxygen. The unmixed fuel 𝑦̃𝑓 and unmixed oxygen 𝑦̃𝑎.𝑂2 are calculated as: 

 

𝜕𝜌̅𝑦̃𝑓

𝜕𝑡
+

𝜕𝜌̅𝑢𝑖̃𝑦̃𝑓

𝜕𝑥𝑖
−

𝜕

𝜕𝑥𝑖
(

𝜇

𝑆𝑐

𝜕𝜌̅𝑦̃𝑓

𝜕𝑥𝑖
)

𝜕𝑦̃𝑓

𝜕𝑥𝑖
= 𝜌̅𝑆̃̇𝑓 −

1

𝜏𝑚
𝑦̃𝑓 (1 − 𝑦̃𝑓

𝜌̅𝑀𝑚𝑖𝑥

𝜌𝑢̅̅ ̅̅ 𝑀𝑓
) ,  (19) 

 

𝜕𝜌̅𝑦̃𝑎.𝑂2

𝜕𝑡
+

𝜕𝜌̅𝑢𝑖̃𝑦̃𝑎.𝑂2

𝜕𝑥𝑖
−

𝜕

𝜕𝑥𝑖
(

𝜇

𝑆𝑐

𝜕𝜌̅𝑦̃𝑎.𝑂2

𝜕𝑥𝑖
)

𝜕𝑦̃𝑎.𝑂2

𝜕𝑥𝑖
= 𝜌̅𝑆̃̇𝑓 −

1

𝜏𝑚
𝑦̃𝑎.𝑂2 (1 −

𝑦̃𝑎.𝑂2

𝑦̃∞.𝑂2

𝜌̅𝑀𝑚𝑖𝑥

𝜌𝑢̅̅ ̅̅ 𝑀𝑓
) , (20) 

 

where the source terms depend on the mixing time 𝜏𝑚 which considers turbulence quantities, 

and is defined as: 

 

1

𝜏𝑚
= 𝛽

𝜀

𝑘
  ,       (21) 

 

where the 𝛽 is a model factor with the value 1.  
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3. EXPERIMENTAL SETUP 

The experimental investigation was performed on a modified four-cylinder, four-stroke, 

turbocharged 1.6 litre PSA light-duty Diesel engine. Main characteristics of the engine are 

given in Table 1. For this study, the engine was reworked in a way that one of the cylinders 

was thermodynamically separated along with the entire gas path and fuel supply system, as 

presented in Figure 1. This allowed a fully flexible control over thermodynamic states in the 

intake (IM) and exhaust manifolds (EM), and injection parameters of the observed cylinder, 

which allow for exploring a wide range of operating conditions in precisely controlled variation 

studies. For that purpose, the intake air for separated cylinder was externally supplied with 

compressed air from laboratory high pressure distribution system using a pressure regulator. 

The exhaust manifold pressure of the separated cylinder was regulated by a backpressure valve 

in the exhaust system of the cylinder. Remaining three cylinders, that were not the part of this 

study, were using original turbocharger and were controlled by an original electronic control 

unit (ECU). 

 

Engine PSA DV6 ATED4 

Cylinders 4, inline 

Displacement 1560 cm3 

Bore 75 mm 

Stroke 88.3 mm 

Compression ratio 18:1 

Cooling system Water cooled 

Table 1 Engine characteristics. 

 

Full control over the injection timing, fuel quantity, and injection pressure was performed 

with injection control system (National Instruments, Drivven system), which controlled 

energizing characteristics of the injectors, as well as the operation of separated common rail 

high-pressure pump to ensure a full and precise control over the injection parameters of the 

analysed cylinder. The main characteristics of the fuel injection system are given in Table 2.  

The engine was coupled with a Zöllner B-350AC eddy-current dynamometer controlled 

by Kristel, Seibt & Co control system KS ADAC. In-cylinder pressure was measured with a 

calibrated piezo-electric pressure transducer (AVL GH14D) in combination with charge 

amplifier AVL MICROIFEM, connected to 16-bit, 4 channel National Instruments data-

acquisition system with a maximum sampling frequency of 1 sample per second per channel 

(MS/s/ch). An optical shaft encoder Kistler CAM UNIT Type 2613B provided an external 

trigger and an external clock at 0.1 crank angle degree (° CA) for data acquisition and injection 
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control system. Top dead centre (TDC) was determined by capacitive sensor COM Type 2653. 

The maximum uncertainty of pressure measurement, which combines the uncertainties of 

pressure transducer, charge amplifier and data acquisition system, is 0.31% and maximum 

uncertainty of pressure measurement corresponding to crank angle was therefore 0.96%. 

 

Fuel injection system Common rail 

Injector type Solenoid 

Number of holes 6 

Hole diameter 0.115 mm 

Spray angle 149 ° 

Nozzle diameter at hole centre position 2.05 mm 

Table 2 Fuel injection system characteristics. 

 

Data acquisition and injection control embedded system was based on National 

Instruments cRIO 9024 processing unit and 9114 chassis. The same system was used for 

indication of in-cylinder pressure traces and engine control. Fuel mass flow was measured with 

AVL 730 gravimetric balance while intake airflow was measured with Coriolis flowmeter 

Micro Motion, model F025. 

Representative pressure trace was generated by averaging 100 consecutive pressure 

cycles in selected operational point at a sampling resolution of 0.1° CA. Representative in-

cylinder pressure trace was generated through a two steps approach. First, 100 consecutive 

cycles of the individual operating point were averaged to eliminate Cycle-to-Cycle Variations 

(CCV) due to signal noise [36]. Second, pressure oscillations in the combustion chamber that 

occur as a result of partial auto-ignition of the fuel were eliminated by applying low-pass finite 

impulse response (FIR) filter [37]. The representative pressure trace was then used as an input 

for the ROHR analysis that was performed with the AVL Burn™ software [38]. The employed 

software tool is based on detailed 0D thermodynamic equations considering variable gas 

properties determined via the NASA polynomials and relevant partial derivatives of non-

perfect gases as well as the compressibility factor. Detailed equations for 0D ROHR 

calculation, which are based on mass, enthalpy and species conservation, are presented in [39]. 
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Figure 1 Scheme of the experimental system 

To obtain the geometrical parameters, three-dimensional (3D) scan of the ω-shaped 

piston geometry was performed. The experiments were performed at 1500 1/min while varying 

start of energizing (SOE), energizing duration (ED), and rail pressure (RP) keeping constant 

indicated mean effective pressure (IMEP).  The characteristics of the observed engine operating 

points are shown in Table 3.  

 

#Case En. Speed [rpm] p_IM Fuel flow IMEP Air flow RP SOE ED 
 [1/min] [bar] [kg/h] [bar] [kg/h] [bar] [° CA] [μs] 

a 1500 1,40 0,42 4,17 17,93 600 705 545 

b 1500 1,40 0,43 4,22 17,84 600 715 540 

c 1500 1,40 0,45 4,18 17,57 600 725 570 

d 1500 1,40 0,42 4,17 17,31 1200 705 365 

e 1500 1,40 0,41 4,23 17,28 1200 715 356 

f 1500 1,40 0,42 4,26 17,11 1200 725 370 

Table 3 Operating single injection points with corresponding engine operating parameters 
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In order to prove high predictability of the proposed modelling approach, also the more 

demanding case with two separate injections (PI and MI) at the same rotation speed was 

observed. For this operating point different parameters, such as the start of the pilot injection 

energizing (SOPE), the start of main injection energizing (SOME), duration of pilot injection 

(PED), and the duration of the main injection (MED) are shown in Table 4.  

 

#Case En. Speed [rpm] p_IM Fuel flow IMEP Air flow RP SOPE PED SOME MED 
 [1/min] [bar] [kg/h] [bar] [kg/h] [bar] [° CA] [μs] [° CA] [μs] 

g 1499,6 1,1702 2,42 4,8862 78,26 700 695 240 714 545 

Table  4 Operating multi-injection point with corresponding engine operating parameters 

 

4. NUMERICAL SETUP 

Numerical simulations were performed by using the commercial 3D CFD software AVL 

FIRE™ for the closed valve period. The control volume mesh is covering 1/6th of the cylinder 

bowl due to the 6 symmetrically distributed nozzle holes. Therefore, the injection from only 

one nozzle hole was considered. The computational domain was generated by using the AVL 

FIRE™ ESE DIESEL tool [27]. Initially, the piston geometry was scanned and the moving 

computational mesh was generated. The generated mesh contains 32500 control volumes at the 

Top Dead Centre (TDC), and 56412 control volumes in the Bottom Dead Centre (BDC). In 

order to correctly describe the fluid flow interaction with the wall, a two-cell thick boundary 

was created at the wall boundary selections declared in Table 5. The mesh movement was based 

on the interpolation between two meshes of identical topology, while the rezoning procedure 

was considered by exchanging meshes with same outer boundaries and with a different number 

of control volumes [40]. The mesh dependency study was conducted generating two additional 

moving meshes of same block structure with approximately 1.5 and 2 times more cells. The 

simulations with the same setup were run for all three meshes, where the obtained results were 

different for less than 1%. From that comparison, the presented mesh was selected for all 

calculations in this work, since it is capturing all the necessary flow features with satisfying 

accuracy in less computational time. All meshes in the mesh dependency study are generated 

with the first grid boundary nodes at approximately 1 mm from the wall, at y+ value around 

30-35 which fits the log-law profile for turbulent flows, according to literature [41]. 
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Figure 2 Computational domain at the top dead centre 

 

The piston selection was defined as a moving part which resulted in deformation of specific 

computational cells. Therefore, the mesh was rezoned several times to satisfy pre-defined 

conditions of cell aspect ratio and orthogonality. The details regarding the boundary conditions 

are shown in Table 5. The engine head temperature was controlled by cooling water while 

cooling oil controlled the piston temperature. Those surfaces were assumed as isothermal 

boundary conditions with temperatures corresponding to the experimentally measured values. 

The cylinder geometry was assumed to be symmetric around the cylinder axis, and therefore 

the segment cut boundary was defined as the periodic inlet/outlet boundary condition. In order 

to compensate the geometric irregularities, the compensation volume was generated and it was 

defined as an adiabatic boundary condition. Mesh dependency tests were performed on three 

meshes with different cell size and with same block structure geometry where for all three 

meshes the converged results were matching. Therefore, the mesh with the lowest number of 

cells was selected for further calculations in order to save computational time and still provide 

reliable results. 

 

Boundary condition Type Specific condition 

Piston Mesh movement wall Temperature 560 K 

Head Fixed wall Temperature 530 K 

Liner Fixed wall Temperature from 360 K to 

450 K 

Cylinder axis Symmetry  

Compensation volume wall Mesh movement wall  Adiabatic 

Periodic segment cut Periodic inlet/outlet Boundary connection 

Table 5 Boundary conditions 
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Figure 3 shows the computational domain symmetry plane cut section, while the red rectangle 

shows a detailed view of the orifice refinement section that was generated in order to achieve 

more stable and robust calculations.  

 

 

Figure 3 Computational domain with details on near-nozzle region refinement (left) 

 

The initial pressure, temperature and gas composition were defined according to the 

available experimental data. The initial velocity field inside the cylinder was defined with swirl 

value of 4000 min-1 around the z-axis.  

In both combustion modelling approaches, at the crank angle positions characteristic for 

the injection and combustion process, the smallest time step was defined as 0.1° CA, while the 

largest time step size of 1° CA was defined during the compression stroke. The Courant–

Friedrichs–Lewy (CFL) criteria with a maximum CFL number of 1 was used to determine the 

instant time step and the time integration was done by the first order Euler implicit scheme. 

For turbulence and energy transport equations, the first order upwind differencing scheme was 

used, while for the momentum equation, the MINMOD Relaxed scheme was employed [27]. 

The convergence criteria were satisfied when normalised energy, momentum and pressure 

residuals reached a value lower than 10−4.  The pressure-velocity coupling was performed by 

employing the SIMPLE algorithm for solving the pressure correction equation. 

 

4.1.  Injection parameters and spray setup 

Fuel mass injected in each cycle is calculated from the total fuel consumption measured at 

the fuel tank. The connection is obtained from the mass conservation law, and can be expressed 

as: 

𝑚cycle =
2∙𝑚̇𝑓𝑡

𝑓∙𝑛𝑐𝑦𝑐𝑙∙𝑛𝑛ℎ
 ,     (22) 
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where 𝑚̇𝑓𝑡 is the fuel consumption, 𝑓 is the engine speed (Hz), 𝑛𝑐𝑦𝑐𝑙 is the number of cylinders 

that engine has, and 𝑛𝑛ℎ is the number of nozzle holes that injector has. The half outer cone 

angle 𝛾, used for spray definition was calculated according to the following expression [42]: 

 

𝛾 = 𝑎𝑟𝑐𝑡𝑔 [
4𝜋√3

6(3+0.28(
𝑙

𝑑𝑛ℎ
))

√
𝜌𝑔

𝜌𝑓
] ,   (23) 

 

where l is the length of the nozzle, and 𝑑𝑛ℎ is the nozzle hole diameter, 𝜌𝑔 is the gas density 

and 𝜌𝑓 is the density of injected fuel. In Equation (23), the impact of 𝑙 was neglected due to its 

small influence on the spreading angle. Within the EL spray model, WAVE breakup model 

was considered [43]. The WAVE model constant 𝐶2 was varied between 6 and 12 in single 

injection cases, and for the multi-injection cases it was considered 15 during the PI, and 25 

during the MI period. Additionally, for the case g with the multi injection strategy, the ratio 

between PI and MI fuel mass was not known in experimental research. This ratio was assumed 

the same as the ratio between the combustion areas of PI and MI under the experimental rate 

of heat release curve.  

 

5. RESULTS 

In this section, the experimental and CFD simulation results are presented. Firstly, the in-

cylinder pressure and ROHR results of single-injection operating points are compared with the 

experimental results. Furthermore, for specific crank angle positions, the development of 

evaporated fuel and temperature field through the engine combustion chamber is described. At 

the end of the chapter, the results of multi-injection operating point are discussed. 

 

5.1.   Single injection results 

Figure 4 shows the differences in in-cylinder pressure and ROHR curves obtained by the 

combustion model, chemical mechanism and experiment for 6 operating points (cases) with a 

single injection strategy. The presented ROHR is calculated for the 1/6th of the cylinder bowl 

volume, indicating that for the entire engine, this value should be multiplied by a number of 

nozzle holes and number of engine cylinders. 

 The fuel autoignition point, or the start of combustion (SOC), is indicated by the initial 

departure of ROHR from the zero value. It is discernible from figures that SOC is predicted 
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well in the analysed case, indicating plausibility of the employed models also during the 

ignition delay period. 

It is noticed that for cases a, b, and f, the GGPR model predicts higher peak values of ROHR 

in comparison with the combustion ECFM-3Z+ model and with the experimental data. This 

can be mostly attributed to a different combustion modelling approaches, where the turbulence 

fluctuations are differently described. Additionally, the ECMF-3Z+ features 3-mixing zones 

for the air and fuel, which lead to a more appropriate SOC and ROHR predictions in the 

premixed phase of combustion. In the GGPR approach, it is assumed that the reaction rates of 

the chemical mechanism are calculated based on mean quantities, which increases the 

uncertainty of a turbulent flame calculation. The high turbulent fluctuations obtained during 

spray injection and ignition of evaporated fuel produce the discrepancy in the ROHR results 

obtained for the cases fluid dynamics in Figure 4. In Equation (9) it can be noticed, that the 

products of mean and instantons species concentrations and chemical reaction rates are 

different. In the ECFM-3Z+ model, the turbulence fluctuations are considered inside the 

mixing model and are used for the modelling of the source term in Equation (14). For 

calculation of source terms in the Equation (14) for the fuel and oxygen, the mixing time-scale 

between 3-zones is required, which is assumed to be proportional to the turbulent time-scale 

given by the turbulence model. 

The cases a, b and c have the same mass of injected fuel and injection timing but lower 

injection pressure as cases on their right-hand side. In the case a, it is noticed that the peak in-

cylinder pressure in the premixed phase is lower for approximately 10 bar than in the case d, 

which is addressed to the lower injection pressure and lower droplet velocities. With lower 

droplet velocities, the spray droplets are larger and evaporate slower resulting in lower ROHR 

values and lower in-cylinder pressure. 

For a higher rail pressure values, the rate of heat release curve exhibits higher gradients, 

which can be attributed to a better fuel disintegration process due to higher injection pressure, 

and thus higher share of evaporated fuel before the SOC. For cases c and f, the fuel injection 

occurs after the piston reached TDC, which leads to the SOC after the peak motoring pressure. 

For these cases, differences in peak values of ROHR are less noticeable. In the ECFM-3Z+ 

model, the auto-ignition and laminar flame speed model are considered, which can be the 

reason why the ROHR predictions show a more reliable result in the SOC phase when 

compared with the GGPR.  

From the results presented in Figure 4, it can be concluded that for the fuel injection after 

the TDC, the injection pressure has a lower impact on the combustion process. Furthermore, it 

can be concluded that both the ECFM-3Z+ and chemical mechanism results show a good 

agreement with the experimental data. Additionally, GGPR shows a better prediction in the 
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premixed phase of the combustion process for higher injection pressure, but the ECFM-3Z+ 

shows better predictions of the peak rate of heat release than the GGPR. 

 

  

Figure 4 The in-cylinder pressure and rate of heat release for single injection cases defined 

in Table 3 

 

In Figure 5, the injected droplet velocity is shown for case a. This view with six nozzle 

hole injections was obtained cloning the results for the 1/6th of the cylinder bowl volume around 

the z-axis, to envisage the actual injection process inside the whole cylinder. The droplet 

velocity results were obtained from the continuity equation, where the injection pressure was 

accelerating the droplets to the shown velocity results. 
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Figure 5 Injected parcel velocity for the whole cylinder of single injection case (case a) 

 

The evaporated fuel distribution for the single injection case a is presented in Figure 6. 

The vapour fuel concentration is in direct relation to the temperature field shown in Figure 7 

where the regions of lower temperature, due to the evaporation process are as well the regions 

of higher concentration of evaporated fuel. At 710° CA, the injection process ends, and the 

initial fuel vapour is produced. At 711° CA, the combustion process starts and the concentration 

of the evaporated fuel decreases. It can be noticed that the evaporated fuel is propagating 

towards the piston bowl where the combustion occurs with the largest share, as can be seen 

from temperature distribution in Figure 7. At 712° CA, the evaporated fuel is spread in the 

high-temperature region which propagates its combustion. In later crank angle positions, the 

evaporated fuel disappears in chemical reactions acting as a reactant. The results of evaporated 

fuel predicted with the ECFM-3Z+ show that the evaporation process is more intensive than in 

GGPR. But in Figure 4, it is shown that the burning process is faster in the GGPR. That can be 

attributed to the auto-ignition and laminar flame speed model in ECMF-3Z+ that slows down 

the combustion process. 
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Figure 6 Temperature field for different combustion modelling approaches of single 

injection case (case a). 

 

Figure 7 shows temperature fields for the case a, which is a representative case for 

analysis of calculated results for a single injection strategy. The 3D results are shown for the 

symmetry plane of the computational domain. The temperature field recorded at 710° CA 

clearly shows the influence of fuel injection process. The intense breakup promotes the 

evaporation process by enlarging the surface available for the mass transfer of the liquid fuel 

into the gaseous phase. The cooling of the gas phase is visible due to the evaporation process. 

At 717° CA, the combustion starts and the local temperature rise is visible. For that crank angle 

position, it can be noticed that with the ECFM-3Z+ model the higher share of fuel is burned 

resulting in the larger high-temperature region characterized by the lower peak value. It can be 

concluded, that in ECFM-3Z+ model fuel-air mixing is better described. The peak temperatures 

are recorded at 724° CA, where the maximum temperature is in a good agreement for the results 

obtained with both modelling approaches.  

 



22 

 

 

 

 

Figure 7 Temperature field for different combustion modelling approaches for operating 

point a. 

 

5.2.   Multi-injection results 

 

Figure 8 shows the in-cylinder pressure results obtained by the combustion model, GGPR 

approach, and experimental data for the multi-injection operating point. The comparison of the 

experimental and calculated ROHR during the injection period for the computational domain 

is also shown, where the area under curves represents the accumulated released energy. The 

ignition of the PI fuel predicted by the ECFM-3Z+ model is occurring slightly before recorded 

experimental data. For the PI fuel, using the GGPR approach a higher ignition delay is noticed 

when compared to the experimental data. From showed results in Figure 7, it can be stated, that 

in the rate-controlled of combustion process, ECFM-3Z+ model shows stronger diffusion of 

temperature field, due to the more detailed consideration of combustion diffusion phenomena. 

In Equation (14) of the ECFM-3Z+ combustion model, the consideration of Sc number 

improves interaction with the in-cylinder flow and which can be seen in the larger high- 

temperature region at 717° CA. 
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Figure 8 The mean in-cylinder pressure and the rate of heat release results obtained by 

experiment, GGPR and ECFM-3Z+ for multi-injection case defined in Table 4 

 

Figure 9 shows the evaporated fuel distribution for different crank angle positions at the 

spray axis plane for the multi-injection case g. The fuel vapour is shown several crank angle 

degrees after 700° CA when the PI is finished. The concentrations of evaporated fuel predicted 

in ECFM-3Z+ simulations show a more intensive evaporation process during the PI. Such 

behaviour can be attributed to a better description of turbulence-chemistry interaction and 

faster ignition when comparing to the GGPR approach. This can also be seen in the ROHR 

curve in Figure 8. At 703° CA, the combustion process of the PI fuel occurs and the 

concentration of the evaporated fuel decreases. At later crank angle positions, the MI occurs. 

Compared to single injection cases faster evaporation is noticed, which can be addressed to the 

higher in-cylinder temperature achieved through PI combustion. Higher temperatures also 

accelerate chemical reactions and reduce the ignition delay of MI. Due to that, a premixed peak 

of MI combustion is not pronounced as in single injection cases. Such behaviour, characterised 

by lower temperatures and pressure increase gradients, is favourable for the engine noise and 

NOx emissions. In the ECFM-3Z+ approach, due to auto-ignition model and laminar flame 

speed model that postpone the combustion process, the overall combustion process of 

evaporated fuel during the spray injection is slower than in the GGPR approach. At 724° CA, 

the combustion process of the MI fuel occurs and the concentration of the evaporated fuel 

decreases. The last remaining evaporated fuel is located in the near piston region, where the 

lower temperature of the piston postpones the combustion process. 
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Figure 9 Temperature field for different combustion modelling approaches of the multi-

injection case (case g). 

 

In Figure 10 the temperature field for different crank angle positions of case g is shown. 

The temperature distribution at 697° CA shows the influence of PI where the cooling of the 

gas phase is visible due to the lower fuel temperature and fuel evaporation. At 714° CA, the 

combustion of vapour fuel from the PI occurs, and the rise in temperature is visible in the 

combustion regions. At 717° CA, the MI occurs, which is demonstrated with a lower 

temperature in the spray region. The peak temperatures are recorded at 730° CA, where the 

maximum temperature is higher for the results obtained with the GGPR approach. 
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Figure 10 Temperature field for different combustion modelling approaches of the multi-

injection case (case g). 

 

6. CONCLUSIONS 

The purpose of this paper was to present the different 3D numerical approaches, applied on 

the IC diesel engine, with a good trade-off between computational efficiency and modelling 

depth to achieve a high level of predictability. The influence of injection timing and rail 

pressure on combustion characteristics was investigated with the presented analysis for CFD 

simulations. The experimental research and diesel engine combustion simulations performed 

with ECFM-3Z+ and GGPR combustion modelling approaches were conducted for several 

injection timings showing a good prediction capability. The experimental matrix was made to 

show the impact of rail pressure, in-cylinder pressure, in-cylinder temperature and chemical 

species concentrations on the overall combustion process. Measured results of ignition delays 

and ROHR indicate the change of air to fuel ratio in the premixed and in the mixture-controlled 

combustion, which was also proved by the 3D results of simulations. Furthermore, it was 

shown that the GGPR modelling approach is good for estimation of combustion delay and less 

accurate in the premixed and mixture-controlled combustion. The   ECFM-3Z+ modelling 
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approach, on the other hand, shows a good agreement of the mean in-cylinder pressure and 

ROHR also in the late combustion phase. This can be addressed to usage of the auto-ignition 

and the laminar flame speed models within this approach. Both combustion modelling 

approaches were validated on the operating point with a multi-injection strategy, and a good 

agreement with the experimental results was achieved, especially for the ECFM-3Z+ case. In 

the rate-controlled and late phase of the combustion process, the ECFM-3Z+ model shows a 

stronger diffusion of the temperature field, due to a more detailed consideration of combustion 

diffusion phenomena. It can be concluded that for the fuel injection after the TDC, the injection 

pressure has a lower impact on the combustion process. 
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ABSTRACT 

An imposed solution in the development process of compression ignition engines is the 

use of numerical research employing Computational Fluid Dynamics (CFD). At the high 

operating temperatures in compression ignition engines, the radiative heat transfer 

influences the overall temperature profile and heat transfer, which also affects the formation 

processes of pollutants. For the radiative transfer calculation in this work, method of 

discrete ordinates (DOM) employing Finite Volume Method (FVM) is implemented with 

user functions into the AVL FIRE™ CFD code. The absorptivity and emissivity are 

described with the implemented Weighted Sum of Grey Gases Model (WSGGM) based on 

non-isothermal and nonhomogeneous absorption coefficient correlations for carbon dioxide, 

water vapour and soot. The implemented procedure is extended to work with moving 

meshes, parallel computing and rezoning procedure, which are needed to account the 

radiative heat transport in internal combustion engines. Additionally, the focus of this work 

is on the performed validation of calculated mean temperature, pressure, rate of heat release 

and emission results against the compression ignition engine experimental measurements. 

Results with the implemented radiation model showed lower peak temperatures for 

approximately 10 K, which resulted in around 18 % lower nitrogen oxides concentrations, 

and up to 20 % higher soot concentrations at the end of engine operating cycle. The most 
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dominant impact of the radiative heat transfer on soot formation is visible at the crank 

angles, where peak temperatures occur. The performed parameter study of the piston and 

head wall emissivity values showed a reduction in mean in-cylinder pressure and NO mass 

fraction for a less reflective surface. From the conducted parameter analysis of ordinates 

number, the sufficient accuracy is achieved for simulations with eight ordinates, which 

resulted in approximately 50 % increased computational time. Finally, it may be concluded 

that the combination of implemented models is useful to predict the heat transfer of internal 

combustion engine focussing on the radiative heat transport, which can be an important 

factor for the development of forthcoming internal combustion engines. 

KEYWORDS 

Pollutant Emissions, Radiation, Engine, Participating Media 

 

1. INTRODUCTION 

Despite the development of new technologies in the transport and energy sector, most of 

the energy consumption is still provided by fuel consumption (Stančin et al., 2020). For this 

reason, the scientific investigations still aim to improve energy efficiency by controlling 

operation conditions, and adapt new more sustainable fuels to the existing energy systems 

(Bedoić et al., 2020) or additionally reduce the pollutants from conventional transport 

systems employing  the new after-treatment technologies (Bešenić et al., 2020). The 

development and improvement of the combustion system is a great challenge that has been 

attempted to solve for many years (Mikulčić et al., 2020). The fossil fuel combustion 

process, as an exothermic process, is known to have a negative impact on the environment, 

and their reduction is crucial in the near future to reduce atmospheric pollution (Baleta et 

al., 2019). Currently, a significant source of harmful emissions is generated from gas 

turbines, internal combustion engines, industrial furnaces, and boilers, which still have 

room for improvement in current energy transition (Mikulčić et al., 2016). A promising 

approach for solving significant pollutant emissions is the utilisation of biofuels in 

conventional combustion systems, where the development of numerical models is of 

essential importance (Kun-Balog et al., 2017). Additional focus is also given on pollutants 

that are produced from the Internal Combustion (IC) engines, where the further 

developments of after-treatment, advanced combustion modelling, and alternative fuels are 

still ongoing (J Javier López et al., 2019). Recent researches investigated some unusual 

alternative fuels applicable for IC engine combustion such as from animal fat (Cernat et al., 

2015), animal waste in leather industry (Lazaroiu et al., 2017) or methanol blends (Gupta 

and Mishra, 2019). An example of a modern approach for emission characteristics of a 
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compression ignition engine operated with biofuel blend is described in (Fajri et al., 2017). 

Contrarily, the current numerical research is providing solutions for improvement of the 

combustion process and engine efficiency, such as with the improvement of spray injection 

strategy (Sremec et al., 2017). Therefore, the combined approach of experimental research 

and Computational Fluid Dynamics (CFD) is utilised for more accurate calculation of 

temperature field inside combustion systems, that is a generator of pollutant formation 

processes (Bešenić et al., 2018). The employed CFD procedure in this work was performed 

for the analysis spray angle impact on combustion process in different piston design (Soni 

and Gupta, 2017). Fajri et al. utilise the CFD procedure for the determination of NOx 

emissions from the compression ignition engines, where the emphasis was on the start of 

combustion and combustion duration of different fuel blends (Fajri et al., 2017). In (Lamas 

et al., 2019), authors showed the influence of injection strategy on emission results, where 

the reduction up to 30 % of NOx emissions are achieved by the implementation of multi 

injection strategy. A promising solution for the determination of the NOx and soot 

emissions is a coupling of the CFD procedures with the neural networks to predict the 

emissions from different fuel blends as shown in (Taghavifar et al., 2016), where 

satisfactory prediction functions are achieved. 

The additional complexity and computational demanding are the main reasons for not 

considering the impact of radiative heat transfer in IC engine numerical simulations (José J. 

López et al., 2019). With the development of the computational resources, the radiative heat 

transfer in the participating media can be approximated for the engineering applications. It 

is no longer sufficient not to include the impact of radiative heat transfer on pollutant 

formation processes to compute the amount of pollutant from IC engines (Paul et al., 2019). 

While the effect of radiation on the heat transfer in IC engines is in the most researches not 

considered, the radiation effect in the high-scale industrial application such as boilers and 

furnaces is commonly considered (Bohlooli Arkhazloo et al., 2019). Furthermore, the CFD 

procedure for calculating the radiative heat transport in jet engines is described in (Cerutti et 

al., 2008).   

If the radiative heat transfer in participating media is assumed the Radiative Transfer 

Equation (RTE) needs to be solved. Approximated numerical models need to be employed 

in order to solve the RTE (Modest and Haworth, 2016). Among the many types of research 

on the topic of heat transfer by radiation in IC engines, just a few were carried out by 

solving the RTE (Benajes et al., 2015). All type of calculations that were conducted, where 

mainly using a Discrete Ordinate Method (DOM) radiative solver and the wide-band 

spectral model for calculating the absorption of the gas medium, including soot. The impact 

of radiative heat transfer and soot and NOx formation process was investigated for the first 

time in the paper (Yoshikawa and Reitz, 2009), where the high values of absorption 
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coefficient inside the combustion chamber of the IC engine were achieved, due to the high 

soot concentrations and high-pressure. Although in small geometries, such as in passenger 

car IC engines, the impact of radiation on the whole heat transfer is not significant, the 

impact on the emission formation processes cannot still be ignored  (Yildiz et al., 2019). It 

was evaluated, that the soot process formation depends greater on the radiation heat transfer 

in IC engines than the NOx formation process (Fernandez et al., 2018). Numerical 

investigation of radiative heat transfer in IC engines employing DOM showed that radiation 

influences soot predictions by as much as 50 % (Yue and Reitz, 2019). 

 Of all the existing models, the DOM and its conservative modification Finite Volume 

Method (FVM) is the most utilised for calculation of radiative heat transfer in the CFD 

codes (Coelho, 2014a). That is why, for this analysis of radiative heat transfer in this work, 

the radiation model FVM is used, which can be applied for a wide range of industrial 

applications (Coelho, 2018). Nevertheless, the results on the IC engine with FVM radiation 

model have not been published briefly. 

The DOM approximation, coupled with the conservative FVM, was implemented into 

the CFD software AVL FIRE™ in this work, based on the literature (Mishra et al., 2006). 

The implemented model considers all radiative heat transfer phenomena: absorption, 

emission, and scattering (Modest, 2013). The absorptivity and emissivity coefficients are 

calculated with the Weighted-Sum-of-Grey-Gases Model (WSGGM) base on non-

isothermal and non-homogeneous correlations for H2O and CO2 mixtures in (Dorigon et al., 

2013). With the development of exhaust particulate filters, the focus on soot modelling for 

the calculation of soot emissions in IC engines is no longer a priority (Guan et al., 2015). 

Although for the soot absorption coefficient modelling, it is essential to include the 

calculation of soot formation process, where the common correlation for soot modelling can 

be found in the (Cassol et al., 2015). The scattering phenomena can be neglected for the IC 

engine simulation, since it was neglected in all conducted IC engine calculations, due to the 

small size of soot particles and with an emissivity similar to grey gas model (Granate et al., 

2016). 

Furthermore, the algorithm for spatial angle discretisation with an arbitral number of 

theta and phi angles is implemented, where each spatial angle represents an ordinate. This 

algorithm is based on the procedure presented for regular geometries in the literature (Chai 

et al., 1994) and irregulated geometries (Chai et al., 1995). After Performing the spatial 

discretisation, the incident radiation can be calculated for each ordinate with corresponding 

transport equation, and then summarised in all ordinates to obtain the radiative source term 

in the energy conservation equation (Coelho, 2014b).  

Since the radiative heat transfer directly influences the temperature field inside the 

combustion chamber, the numerical results of forming emission would also be affected by 
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the participating radiative media (Pang et al., 2016). The recent research for calculating 

emissions and optimising the combustion process by using the CFD in combustion 

chambers showed that the radiative properties of the gas inside the IC engine combustion 

chamber could not be neglected (Dec, 2009). For the definition of incident radiation at the 

boundary value, the implementation of symmetry, diffusive opaque and periodic boundary 

is performed for all ordinates directions based on the (Boulet et al., 2007). The implemented 

model is validated on simple geometry cases available in the literature. First validation case 

is parallel plates for which analytic result is available in (Fiveland, 1984), and the second 

one is the cylinder for which analytic result is available in (Dua and Ping, 1975). With the 

satisfactory agreement against the analytical results, the implemented radiation FVM DOM 

and radiative absorption coefficient model WSGGM are employed for IC simulations, 

where the combustion process is modelled with ECFM-3Z model as in (Jurić et al., 2019). 

Additionally, the results are compared with experimental measurements of the diesel engine 

from a production line passenger car, that were conducted by AVL GmbH. 

According to the authors' knowledge, just a few papers are published regarding the CFD 

investigations of radiative heat transfer in internal combustion engines, and none of these 

has combined implemented models on an evaluation of compression ignition engine 

emissions and parameter study of wall emissivity factors, and spatial discretisation. 

Furthermore, the research revealed some new points regarding the impact of radiation on 

emission formation. The higher soot concentration influences the mean in-cylinder 

temperature during the combustion process and decreases the mean temperature during the 

combustion and expansion process of the IC engine. The regions of the highest soot 

concentration gradients showed the most significant difference in the temperature profiles 

between calculations that exclude and include the radiative heat transfer inside the engine 

combustion chamber. Additionally, the radiative heat transfer decreases the NOx formation 

concentrations due to the overall lower in-cylinder temperatures. Obtain mean pressure, 

mean temperature, and heat release results are validated against the experiment. Finally, the 

implemented FVM DOM and WSGGM in combination with a combustion model in AVL 

FIRE™ are capable of numerical assessment of radiative heat transfer phenomena in IC 

engines and evaluation of its impact on the pollutant formation process.  

2. MATHEMATICAL MODEL 

In this section, the emphasis is on the mathematical modelling of the radiative heat 

transfer, where the implementation of the FVM DOM model is explained into details. All 

simulations in this work are calculated with Reynolds-Averaged Navier-Stokes (RANS) 

equations inside AVL FIRE™ v2019 CFD software. The Reynolds stress tensor is modelled 

by using the 𝑘 − 𝜁 − 𝑓 turbulence model, which is considered as a suitable turbulence model 
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for modelling in compression ignition engines (Hanjalić et al., 2004), compared to the 

conventional 𝑘 − 𝜀 turbulence model described in (Honus et al., 2017). This model benefits 

with the robustness for modelling strong swirl motion and tolerance to a small value of 

dimensionless wall distance at the boundary cell-centre. 

2.1.  Spray modelling 

In this work, Euler Lagrangian spray modelling approach is used, which assumes the 

liquid phase as parcels that move through continuum gas phase. Basic equations that 

describe the continuum phase are the conservation laws of mass, momentum and energy, 

which are calculated for the finite volumes. The motion of the liquid phase parcels is traced 

through the finite volume mesh by calculating their pathways, where the only observed 

force is drag force. The drag force is calculated by Schiller Neumman law, where the parcel 

trajectory is obtained from deceleration upi in the following term: 

 

mp
dupi

dt
= 0.5π r2ρCDurel

2 (1) 

 

In Equation (1), the drag coefficient 𝐶𝐷 is experimentally determined by the Cunningham 

correction factor. For the disintegration process of bulk liquid, WAVE disintegration model 

was employed. In such a model, liquid droplets or blobs are assumed to be spherical, and 

the increase of first perturbations on the surface of droplet is correlated to their wavelength 

(Gao et al., 2016). 

The radius of the produced droplet, 𝑟𝑠𝑡𝑎𝑏𝑙𝑒 can be expressed as: 

 

𝑟𝑠𝑡𝑎𝑏𝑙𝑒 = 𝜆𝑤C1𝑢𝑟𝑒𝑙
2 (2) 

 

where 𝐶1 is the constant of WAVE model (assumed 0.61), 𝜆𝑤 is the wavelength on the 

droplet surface of the highest growing gradient. By using the WAVE model, the parcel size 

reduction rate is defined as: 

 
𝑑𝑟

𝑑𝑡
= −

𝜆𝑤 Ω (𝑟−𝑟𝑠𝑡𝑎𝑏𝑙𝑒)

3.726 𝑟 C2
  (3) 

 

The term 𝐶2 in Equation (3) is a modelling constant which is used to delay the droplet 

breakup time, which varies from type of injector, and in this work is modelled as a constant 

value of 15. In the WAVE model, the wave growth rate 𝛺 and the wavelength λ𝑤 are 

calculated as depending on the local flow characteristics (Petranović et al., 2015). 

Evaporation process was described with Abramzon-Sirignano evaporation model 

(Abramzon and Sirignano, 1989), which assumes Le number value of evaporation process 
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1. Evaporation process and breakup disintegration process were modelled for sphere parcels 

of constant temperature and physical properties through fluid parcel, where the first injected 

parcels are assumed of same size as nozzle orifice diameter. For the wall parcel interaction a 

Walljet1 model is employed together with turbulent dispersion model, which details can be 

found in the literature (AVL AST GmbH, 2019). 

2.2.  Combustion modelling 

For the combustion modelling, three-zones Extended Coherent Flame (ECFM-3Z) 

model is employed, which is appropriate for IC engine. ECFM-3Z features decoupled 

turbulence and chemistry calculation, for which standard species transport equation has to 

be solved (Colin and Benkenida, 2004). 

 

𝜕𝜌̅𝑦̃𝑘

𝜕𝑡
+

𝜕𝜌̅𝑢𝑖𝑦̃𝑘

𝜕𝑥𝑖
−

𝜕

𝜕𝑥𝑖
((

𝜇

𝑆𝑐
+

𝜇𝑡

𝑆𝑐𝑡
)

𝜕𝑦̃𝑘

𝜕𝑥𝑖
) = 𝜔𝑘̇

̅̅ ̅̅   
(4) 

 

where 𝑦̃𝑘 is the average mass ratio of specie 𝑘, and 𝜔𝑥̇
̅̅̅̅  is the specie’s source term from 

combustion reactions. For the mixture fraction 𝑓, fuel mass fraction 𝑦𝑓𝑢, and residual gas 

mass 𝑔 transport equations are determined (AVL AST GmbH, 2019): 

 
𝜕

𝜕𝑡
(𝜌𝑦𝑓𝑢) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑦𝑓𝑢) =

𝜕

𝜕𝑥𝑖
(𝛤𝑓𝑢

𝜕𝑦𝑓𝑢

𝜕𝑥𝑖
) + 𝑆𝑓𝑢   (5) 

 
𝜕

𝜕𝑡
(𝜌𝑓) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑓) =

𝜕

𝜕𝑥𝑖
(𝛤𝑓

𝜕𝑓

𝜕𝑥𝑖
)   (6) 

 
𝜕

𝜕𝑡
(𝜌𝑔) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑔) =

𝜕

𝜕𝑥𝑖
(𝛤𝑔

𝜕𝑔

𝜕𝑥𝑖
)   (7) 

 

For the autoignition of air-fuel mixture the ignition delay and heat release are perambulated 

on the 0D reactors. The further model description of the model and calculation procedure of 

fuel mass ratio in flue gases, and mass fraction of fuel in the fresh air is described in 

literature (Jurić et al., 2019). The main limitation of the model is reduced chemistry 

kinetics, that is only account for the transport of standard species and that there is no 

unburnt fuel in the burnt gas phase (Mobasheri, 2015).  

2.3. Emission modelling 

 The NOx emission formation in this work is modelled for prompt and thermal, 

employing the Extended Zeldovich model described in the literature (Vujanović et al., 

2009). The Extended Zeldovich model also includes temperature fluctuations in its chemical 
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reactions employing probability density function with a two-moment function beta. The 

description of the Extended Zeldovich equations is described in (Petranović et al., 2016). 

Due to the high activation energy required to split the strong N2 triple bond, the rate of 

formation of NO within this model is significant only at high temperatures (greater than 

1800 K) (Rao and Honnery, 2013). Further NOx modelling approaches can be found in the 

review paper (E et al., 2017). 

 The soot formation process is modelled with the reduced kinetic soot model, which is 

based on a detailed soot formation kinetic scheme (Pang et al., 2012). The reduced kinetic 

soot formation model incorporates seven gas phase reactions in the combustion model, with 

only one additional species for the soot (Wu et al., 2019). The reduced mechanism applied 

in this work is described with the following chemical reactions (AVL AST GmbH, 2019): 

 

C𝑥H𝑦 + (
𝑥

2
+

𝑦

4
)O2 ⇄ 𝑥 CO +

𝑦

2
H2O 

H2 + H2 + O2 ⇄ H2O + H2O 

CO + CO + O2 ⇄ C2O + C2O 

CO + H2O ⇄ C2O + H2 

C𝑥H𝑦 + C𝑥H𝑦 ⇄ 2𝑥 C + 𝑦 H2 

C + C + O2 ⇄ CO + CO 

C + H2O ⇄ CO + H2 

 

where C represents the soot. The reaction parameters for the primary soot formation 

reaction are changing with the air fuel ratio, while the presence of oxygen and water 

oxidizes the soot. The soot particle formation process is characterized by a gaseous-solid 

conversion, where the solid phase does not exhibit a uniform chemical and physical 

topology (AVL AST GmbH, 2019). 

 

2.4. Radiative heat transfer modelling 

 The radiation in participating media is modelled by implementing DOM featuring 

FVM. The radiative heat transfer is consisting of three phenomena: absorption, emission 

and scattering. Figure 1 shows the scheme of incident radiation balance, where the media 

absorb the incoming radiation through participating media, enhanced by the emission of the 

media and scattered in different directions.  
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Figure 1 Scheme of radiative heat transfer in participating media 

 

Such phenomena are specifed by the RTE, which in its full form can be written as 

 
dI(r⃗ ,s⃗ )

ds
= κ(r )Ib(r )-(κ + σs)(r )I(r , s ) +

σs(r⃗ )

4π
∫ I(r , s ')Φ(r , s , s ')dΩ'
4π

 (8) 

 

which for the DOM featuring FVM gets the following expression for the spatial angle 

discretisation: 

 

∂Il

∂sl = -(κ + σs)I
l + κ(

σT4

π
) +

σs

4π
∑ Il ΦlM

l=1 ΔΩl 
(9) 

 

where 𝐼𝑙 in the Equations (8) is the intensity of incident radiation in the 𝑙 direction, 𝜅 is the 

absorption coefficient, 𝜎𝑠 is scattering coefficient, 𝛷 is scattering phase function and 𝑠𝑙 is 

an ordinate direction with its spatial angle Δ𝛺𝑙. Spatial angle discretisation is showed in 

Figure 2, where the ordinate direction 𝑠𝑙 is oriented perpendicular to its spatial angle. 

 

Abs.

Abs.

Abs.

Abs.

Abs.

Abs.

Abs.

Abs.

Abs.

=
Change of 

Incident radiation
Absorption EmissionScattering= + +
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Figure 2 Spatial angle discretisation 

 

Equation (9) has to be solved for each discretised spatial angle, but the minimal number is 

recommended to be eight (Modest, 2013). When the intensity of incident radiation in each 

ordinate direction is obtained, the incident radiation is calculated as: 

 

G = ∑ Il ∙ ΔΩln
i=1  

 

(10) 

 

where 𝑛 is the total number of control angles (spatial angle discretisation). It can be noticed 

from Equation (9) that the incident radiation depends on the temperature. The interaction 

between the radiation heat transfer and the energy conservation equation for each cell in the 

computational domain is then modelled as the radiative heat source term in the energy 

conservation equation. The radiative source term is defined as: 

 

Srad = κ(G-4σT4) (11) 

 

which then is considered as an input in the source term of energy conservation equation. If 

Equation (9) is applied to the computational domain with three dimensional discretised 

cells, the following equation is obtained: 

 

∑ ΔAi I
l

number of all cell faces

i=1

∫(sl
i ni)

ΔΩl

dΩl

= (-(κ + σs)I
l + κ(

σT4

π
) +

σs

4π
∑ Ik Φk

num_dir

k=1

ΔΩk)ΔΩlΔV 

 

(12) 

The term on the left-hand side in Equation (12) presents the divergence of the incident 

radiation intensity, which can be affected by the three above mentioned phenomena. 

Equation (12) is calculated iteratively during the fluid flow iterations together with the fluid 
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flow calculation. The symmetry and diffusive opaque boundary conditions are implemented 

for the description of incident radiation in all ordinate’s directions at the domain boundaries. 

The boundary condition for the diffusive walls is calculated only for the directions that are 

oriented into the computational domain and are calculated as (Coelho, 2013): 

 

Ibnd
l = ε

nr
2σT4

π
+

1−ε

π
∑ 𝐼𝑘 ∙ |𝑛𝑖𝑠𝑖|𝛥𝛺𝑘𝑘

(𝑠𝑙∙𝑛𝑖) <0  (13) 

 

where 𝜀 is the wall emissivity, and 𝑛𝑟 is a refractive index which is for all surfaces in this 

work assumed one. The term on the left-hand side in Equation (13) represents the emission 

term, while on the right-hand side is the reflexion term. Diffusive reflection term is 

modelled as a reflection factor multiplied by the ratio between the radiation that hits the 

wall and geometrical characteristics of reflected directions. 

 The implemented algorithm for calculating spatial angle boundaries and directions is 

based on the upwind differencing scheme, and it is shown in Figure 3. Figure 3 shows how 

the intensities of incident radiation propagate in the computational domain with the global 

coordinate system. 

 

 

Figure 3 Algorithm for calculation of incident radiation. 

 

Convergence criterium of Equation (11) is modelled with the following equation: 

 

Inew
L -Iold

L

Inew
L <  convergence criterium 

(14) 

 

For all calculations presented in this paper, convergence criterium was 0.001. 

2.4.1. Absorption coefficient modelling 

 Absorption coefficient in this work is modelled by implemented WSGGM for grey 

gases, which is based on the CO2 and H2O correlations in the literature (Dorigon et al., 

2013). The correlations in [13] model the soot absorption coefficient, added to the gas 
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absorption coefficient based on superposition rule of RTE. The following equation, where 

the calculate the total absorption coefficient 𝜅𝑠 presents the soot absorption coefficient: 

 

𝜅 = −
ln(1 − 𝜀)

𝑠
+ 𝜅𝑠 (15) 

 

The 𝑠 in Equation (16) presents the thickness of absorption media, which is calculated by 

the following equation: 

 

𝑠 = 3.6
Δ𝑉

𝐴𝑡𝑜𝑡
 (16) 

 

where Δ𝑉 presents the cell volume and 𝐴𝑡𝑜𝑡 is the sum of all cell’s faces. Emissivity 𝜀 in 

Equation (17) is calculated with the following equation of WSGGM: 

 

𝜀 = ∑𝛼𝑖

2

𝑖=0

(1 − 𝑒−𝑎𝑖𝑝𝑠) (17) 

 

where 𝛼𝑖 is weight factor for the ith grey gas and is dependent only on temperature. The 

absorption coefficient 𝑎𝑖 of the ith grey gas is determined by partial pressures p of the water 

vapour and carbon dioxide, which absorbs the incident radiation. For 𝑖 =  0 the gas 

absorption coefficient has value 𝛼𝑜to resolve transparent windows in the spectrum between 

spectral regions of high absorption. For the transparent windows, the weight factor is 

calculated as: 

 

𝛼𝑜 = 1 − ∑𝛼𝑖

2

𝑖=0

 (18) 

The other weighting factors are given by a polynomial of third order in the following form, 

where 𝑏𝑖,𝑗 is the polynomial coefficient: 

 

𝛼𝑖 = ∑𝑏𝑖,𝑗 𝑇
𝑗

3

𝑗=0

 (19) 

 

The soot absorption coefficient is modelled as grey gas absorption, due to its the radiative 

properties, with the following equation: 
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𝜅𝑠 = 0.672 𝑇 𝑐 (20) 

where c is the soot mass fraction. 

 

2.4.2. Model Validation 

 Validation of the implemented model is conducted on simple geometry cases for 

which the analytical results exist, where the good agreement with analytical results is 

obtained. The validation is firstly conducted on parallel plates for which analytic result is 

available in (Fiveland, 1984). From the unidimensional solution, the case with the 

absorption coefficient 𝑎 = 0.1 m−1, and 1 m distance between two plates where the first 

plate is at 0 K and the second plate is at 2000 K. The numerical simulation is performed on 

10x10x10 cells (1x1x1 m) cube mesh where the two opposing walls are set as black surface 

boundary conditions, where one plate does not emit any radiation due to its temperature 0 

K. All remaining walls as symmetry boundary conditions, and the implemented FVM DOM 

was described with eight ordinates. Figure 4 shows the temperature field between two 

plates, where the good agreement with the implemented and the analytical result is 

achieved. For the second validation case, a cylinder of same height and diameter for which 

analytic result is available in (Dua and Ping, 1975) is selected. The cylinder has all walls 

assumed as black surfaces at 0 K, so there is not any emittance from cylinder walls. Only 

the absorption and emissivity of media at 500 K with absorption factor 𝑎 = 1 m−1 inside 

the cylinder is assumed. Figure 5 shows the result of the unidimensional wall heat flux at 

the cylinder base on cylinder hexahedron mesh with 20 cells in each direction. The good 

agreement with the analytical result is achieved. The more details about validation cases can 

be found in cited references. 

 

 
Figure 4 Validation results for the parallel plates (Fiveland, 1984). 
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Figure 5 Validation results for cylinder case in (Dua and Ping, 1975). 

 

3. EXPERIMENTAL DATA 

The experimental measurements of the diesel engine from a production line passenger 

car are performed by AVL GmbH. The properties of the Volvo I5D engine and injection 

system are shown in Table 1. 

 

Table 1 Engine and injection system specifications. 

Type Direct injection diesel 

Bore (mm) 81 

Compression ratio 16.5 
Stroke (mm) 93.15 

Spray Angle (°) 17.5 

Number of nozzle holes 7 

Diameter of nozzle hole (mm) 0.125 

 

At the start of the experiment, the combustion chamber was initialised with a mixture of 

fresh air and Exhaust Gas Residuals (EGR) gas for each engine operating point. The 

injection temperature of the EN590 B7 fuel was set to 44°C, according to the experimental 

data. 

The fuel inlet boundary condition was determined from the experimentally measured 

rate of injection, as shown in Figure 6. The rate of injection curve is given in non-

dimensional parameters where the integral of the curve must be equalised with the injected 

liquid mass to obtain the injection velocity profile. 
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Figure 6 Injection rate profile. 

4. NUMERICAL SETUP 

Numerical calculations are performed with CFD code AVL FIRETM. The simulation time 

was set to the high-pressure cycle period when the inlet and exhaust valves are closed, 

particularly from 585°CA to 855°CA. Only the injection process from one nozzle hole is 

observed, and symmetric in-cylinder behaviour was assumed. During the calculation, a 1/7th 

segment of the complete engine cylinder was modelled, and the cyclic boundary conditions 

at the side surfaces were applied. The moving mesh was generated by the AVL FIRETM 

ESE DIESEL, and it contains around 35000 control volumes at the Top Dead Centre 

(TDC), and around 86000 cells in the Bottom Dead Centre (BDC). The generated 

computational domain with the defined boundary conditions, located at the TDC is shown 

in Figure 7. The mesh was generated with a 2-cell boundary layer, and in combination with 

wall functions, it was used to consider the wall impact on the fluid flow. The cylinder 

geometry is symmetric around the cylinder axis, and therefore, the cyclic (periodic) 

boundary conditions are applied at the sides. Mesh movement was described by rezoning 

procedure, where the meshes with the different number of cells, but same boundary 

conditions are exchanged during the compression and expansion (Tatschl, 2012). A 

compensation volume was added at the piston geometry to compensate geometry 

irregularities, and to conserve the exact compression ratio. 
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Figure 7 Computational domain positioned in the top dead centre. 

Two additional meshes with smaller cell size, but with the same structure of block cells 

were generated in order to prove independency of the mesh on simulation results. The 

results on three meshes showed good agreement for mean in-cylinder pressure, temperature 

and Rate of Heat Release (RoHR) results, but also for the emission results. 

For the mass conservation equation, the central differencing scheme is employed, while 

for the energy and turbulence conservation equations the upwind differencing scheme is 

applied. For the momentum equation, a combination of central differencing scheme and 

upwind differencing scheme was proposed by introducing a blending factor of 0.5. The 

convergence criteria for the solution are defined when the normalised pressure, momentum 

and energy residuals reach values lower than 10−4. For turbulence and energy, the first 

order transport equations are solved using the upwind differencing scheme, while the 

central differencing scheme was employed for the mass conservation equation. The wall 

selections were defined as isothermal walls, and the air and fuel entrainments were 

prescribed with a constant temperature mass flow. All results showed in this work 

considered a maximum of 10 DOM FVM solver iterations, which were enough to achieve 

convergence. It was noticed, that the incident radiation results do not change significantly 

through each fluid flow iteration, and therefore the results calculated when the radiation 

solver is called each fluid flow iteration were compared when the solver was called every 

fifth and every tenth iteration. The results showed the approximately same values of mean 

pressure and pollutant mass fractions for all calculated incident radiations with every fluid 

flow iteration, every fifth and every tenth iteration. As a result, all simulations performed in 

this paper will be considered the calculation of incident radiation every tenth fluid flow 

iteration. 

Selected ECFM-3Z combustion model parameters were extinction temperature at 200 K, 

autoignition time factor at the value of 1 and mixing parameter at the value of 1. 
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Operating points that are investigated in this paper feature a single injection, with the 

swirling motion inside the cylinder was defined as motion around symmetry axis with a 

value of 4740 min-1, according to the experimental research. The initial conditions, 

combustion parameter and initial gas composition are shown in Table 2, where Case a and 

Case b are defined. The only differences between Case a and Case b is in the EGR mass 

fraction at the initial stage of the combustion, and initial temperature. From the initial 

conditions in Table 2, it is expected that Case a which features higher values of initial 

temperature and higher EGR mass fraction will show a more significant influence of 

radiative heat transfer than Case b. Both operating cycles have constant rotation speed and 

the same amount of injected fuel, for which the liquid properties of diesel EN590 B7 fuel 

are employed. The initial values of turbulent length scale and turbulent kinetic energy are 

estimated as 2 mm and 10 m2s2  following the setup presented in (Barbouchi and Bessrour, 

2009). 

 

Table 2 Initial conditions. 

Operating point  Gas composition (kg/kg) Case a Case b 

Engine speed (rpm) 2000 O2 0.184638 0.2290 

Number of injections 1 N2 0.758305 0.7672 

Injected mass (mg) 4.1 CO2 0.03888 0.0331 

Pressure (Pa) 210000 H2O 0.01818 0.0155 

  Temperature (K) 419 365 

 

Numerical simulations were performed on Intel® Xeon® E5-2650 v4 @ 2.20 GHz which 

has 24 CPUs. 

5. RESULTS AND DISCUSSION 

 In this section, important specific objectives, the major results, and the most 

significant conclusions of the paper are discussed. Firstly, the mean pressure, temperature 

and RoHR results for cases in Table 2 are presented, following with emission results. 

Finally, the parameter analysis of the piston and head emissivity factor is conducted and 

shown. 

 Figure 8 shows a comparison between temperature profile for the Case a, where the 

orange curve represents the results obtained for the numerical calculation without 

considering the radiative heat transfer, and the blue curve represents the results employing 

FVM DOM radiation model. The discrepancy between simulations with and without 

included radiation can be attributed mainly to the soot absorption, which has grey gas 

behaviour, that absorbs a high percentage of incident radiation in the high-temperature 

regions. The RoHR results (for the only 1/7th of the cylinder) shows a similar effect, where 

the energy loss due to the radiation is dominant for the highest RoHR values.  
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Figure 8 Case a: Mean pressure, temperature and rate of heat release curves for the 

results without considering radiative heat transfer and with FVM DOM (zoomed diagrams 

on right) 

 

Figure 9 shows similar phenomena as Figure 8, but for the case without Exhaust Gas 

Recirculation in the initial phase of the operating point. The pressure curves of both 

operating conditions are in a good agreement with experimental results, but for Case b 

better agreement with the temperature results is achieved. The smaller discrepancy between 

result without radiation and with FVM can be attributed to the lower initial concentrations 

of CO2 and H2O, and the higher oxidising temperature of soot, due to better air to fuel ratio.  
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Figure 9 Case b: Mean pressure, temperature and rate of heat release curves for the 

results without considering radiative heat transfer and with FVM DOM (zoomed diagrams 

on right) 

 In both cases calculated RoHR curves underachieve the peak of firstly combusted 

regions and slightly postpone the combustion process. Although the same injected amount 

of fuel in both operating cases, significantly increased soot mass fraction at the end of the 

operating cycle is achieved in Case a, due to the lower initial oxygen concentrations. The 

difference between calculations without radiation and with the FVM DOM in Case a and 

Case b is mainly generated by soot concentrations inside the cylinder. Consequently, the 

higher soot concentrations in Case a resulted in a greater discrepancy between calculations 

without radiation and with the FVM DOM than in Case b. 
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 Figure 10 shows 3D temperature profiles, where on the left side of diagram is the 

temperature field at the maximum soot mass fraction (740 °CA) for the simulation without 

radiation. On the right side is the temperature field for the included radiation. The highest 

difference between peak local temperature values for simulation without included radiation 

and with DOM FVM is around 15 K. Some discrepancy in temperature profiles is 

noticeable at the regions of high soot concentrations, which are also showed for 740 °CA in 

Figure 11. In the middle of the high-temperature region shown in Figure 10, the discrepancy 

between simulations is visible, which can be assigned to the H2O and CO2 absorption, since 

this region feature low values of soot mass fraction. Furthermore, CO2 and H2O as products 

of the combustion process are the most dominant exactly in the mentioned region where the 

first ignition is expected to occur. Figure 11 shows soot mass fraction profile inside the 

internal combustion engine, where the highest discrepancy between simulation without 

radiation and with FVM DOM is visible in the regions of highest temperature gradients. 

The distribution of soot mass fraction in Figure 11 shows a good agreement, where the 

regions of highest and lowest soot concentrations are preserved in calculations with and 

without radiative heat transfer. The total difference of soot mass fraction is achieved 

approximately 20 % higher with the calculations with FVM DOM than without considering 

radiation. Such a difference can have a great deal in the development process of new IC 

engines.  

 

 

Figure 10 Temperature field for simulation without radiative heat transfer and with DOM 

FVM  
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Figure 11 Soot mass fraction for simulation without radiative heat transfer and with FVM 

DOM  

 Table 3 shows the emission results for both operating conditions, where the more 

significant difference between simulations without radiation and with FVM DOM is 

achieved in Case a, due to the higher EGR value. Additionally, in both cases, the trend in 

emission formation is that the NO emissions are decreased with included radiative heat 

transfer, which can be ascribed to the lower temperature results, while the soot emissions 

are increased with the included radiative heat transfer, due to the lower temperature of in-

cylinder gas that promotes the oxidation process of the soot.  

 

Table 3 NO and soot emission results at the exhaust manifold. 

Operating point  Experiment No radiation With radiation 

Case a 

NO mass 

fraction, ppm 
136 367 317 

Soot mass 

fraction, ppm 
36.6 29.7 37.3 

Case b 

NO mass 

fraction, ppm 
252 621 508 

Soot mass 

fraction, ppm 
2.1 0.89 0.91 

 

In Table 6, the comparison of calculation time between simulations with and without 

radiation is shown, where the approximately 50 % more time consuming are the simulations 

when the radiative heat transfer is calculating. 

 

Table 4 World clock computational time for simulations with and without radiation 

performed with 1 and 20 Central Processing Units (CPUs)  

Number of CPUs No radiation With radiation 

1 2 hours 3.5 hours 

20 24 minutes 36 minutes 
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5.1. Parameter analyses 

 Impact of ordinates numbers on mean pressure during the operating cycle for eight, 

sixteen and thirty-two ordinates in Case a are shown in Figure 12. Each ordinate represents 

an additional direction for which the incident radiation is calculated, and for which an 

additional transport equation is calculated. As a result, the calculation with a higher number 

of ordinates have a numerically more accurate result but at the cost of higher computational 

demand. In Table 5, the world clock time of calculation time for simulations with eight, 

sixteen and thirty-two ordinates are shown, where an approximately linear increase in 

computational time is present with an increasing number of directions. It can be stated that 

for the calculation of radiative heat transfer in the IC engine 8 directions are enough to 

estimate the radiative impact on overall heat transfer. 

 

Figure 12 Mean pressure results for different number of ordinates 

 

Table 5 World clock time for different number of ordinates in Case a 

 Time, min 

No radiation 24 

8 ordinates 36 

16 ordinates 49 

32 ordinates 70 

 

 Figure 13 shows results obtained for the different values head and piston of the 

emissivity factor. Since the equivalent emissivity factor of the head and piston surface of 
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the experimental engine was not known, a parameter study was performed. The largest 

difference in mean pressure values can be noticed at the peak pressure values, which can be 

attributed to the highest temperatures at which the radiative heat transfer is more 

pronounced. Higher values of incident radiation filed inside the computational domain are 

achieved for the lower values of wall emissivity since the most of upcoming radiation is 

reflected into the domain, which results in higher incident radiation values at the piston and 

head selections. In all radiative heat transfer researches conducted in IC engine, a black 

surface emissivity was assumed. From Figure 13 it can be observed that with a lower 

emissivity, a better agreement with experimental results can be obtained, that can be 

attributed to metal surfaces in the experimental combustion chamber. Table 6 shows the 

impact of the piston and head emissivity values on exhaust emissions on Case a results, 

where a good trend in reducing of NO emissions can be attributed to the lower mean 

temperature inside the combustion chamber, that was observed in Figure 13. For the soot 

emissions, the higher soot mass fractions are achieved with lower emissivity values of head 

and piston wall.  

 

Figure 13 Mean pressure results for the different values of piston and head emissivity factors 

Table 6 Impact of the piston and head emissivity factors on pollutant results at the end of Case 

a 

 NO mass fraction, ppm Soot mass fraction, ppm 

Experiment  136 36.6 

No radiation 367 29.7 

Emissivity = 1 317 37.3 

Emissivity = 0.75 316 37.8 

Emissivity = 0.5 311 38.2 

Emissivity = 0.25 301 39.2 
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6. CONCLUSIONS 

The utilisation of the CFD for energy efficiency improvements and reduction of pollutant 

emissions in the industrial applications provides a valuable tool which provides feasibility 

to investigate different engine operating and design parameters. Discrete Ordinates Method 

employing Finite Volume Method is implemented by user functions into the AVL FIRE™ 

CFD software package. For the calculation of radiative absorption coefficient of 

participating radiative media, the implemented Weighted-Sum-of-Grey-Gases Model is 

employed featuring non-isothermal and non-homogeneous polynomial functions for H2O, 

CO2 and soot. The calculation procedure is adapted for computing on parallel units, 

rezoning process, and moving meshes, that are needed for calculation of IC engines. The 

validation of the implemented model on simple geometry cases showed a satisfactory 

agreement with the analytical results. After performed validation, the study was focused on 

the radiative heat transfer modelling in combination with the combustion process inside a 

diesel combustion chamber. Calculated mean pressure, mean temperature and the rate of 

heat release showed an agreement with the experimental traces. The most dominant impact 

on the radiative heat transfer is visible for the crank angles where the highest temperatures 

are achieved. The difference between calculations without radiation and with the FVM 

DOM in presented operating cases is mainly generated by soot concentrations in the regions 

of highest temperature gradients, where approximately 20 % lower total soot mass fraction 

is achieved with the simulations that account the radiative heat transfer.  Parameter study of 

the piston and head wall emissivity values showed a reduction in mean in-cylinder pressure 

and NO mass fraction for a less reflective surface. The results obtained with the 

implemented radiation model predict lower peak temperatures for approximately 10 K, 

while the NO concentrations are decreased by 18 %, and soot concentration increased up to 

20 %. From the conducted parameter analysis of ordinates number, the sufficient accuracy 

is achieved for simulations with eight ordinates, which resulted in approximately 50 % 

increased computational time. Finally, it can be concluded that if the additional physic 

phenomenon of radiative heat transfer is included in numerical simulations, a more accurate 

combustion and emission results are expected. 
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Combustion systems will continue to share a portion in energy sectors along the cur-
rent energy transition, and therefore the attention is still given to the further im-
provements of their energy efficiency. Modern research and development processes of 
combustion systems are improbable without the usage of predictive numerical tools 
such as CFD. The radiative heat transfer in participating media is modelled in this 
work with discrete transfer radiative method (DTRM) and discrete ordinates method 
(DOM) by finite volume discretisation, in order to predict heat transfer inside com-
bustion chamber accurately. The DTRM trace the rays in different directions from 
each face of the generated mesh. At the same time, DOM is described with the angle 
discretisation, where for each spatial angle the radiative transport equation needs to 
be solved. In combination with the steady combustion model in AVL FIRE™ CFD 
code, both models are applied for computation of temperature distribution in a real 
oil-fired industrial furnace for which the experimental results are available. For cal-
culation of the absorption coefficient in both models weighted sum of grey gasses 
model is used. The focus of this work is to estimate radiative heat transfer with DTRM 
and DOM models and to validate obtained results against experimental data and 
calculations without radiative heat transfer, where approximately 25% higher tem-
peratures are achieved. The validation results showed good agreement with the ex-
perimental data with a better prediction of the DOM model in the temperature trend 
near the furnace outlet. Both radiation modelling approaches show capability for the 
computation of radiative heat transfer in participating media on a complex validation 
case of the combustion process in oil-fired furnace. 

Keywords: radiative heat transfer, participating media, furnace, 
radiative absorption, combustion 

Introduction 

It is known that the radiative heat transfer as a fundamental heat transfer mechanism 

is not negligible in the overall heat transfer of the energy systems that work at the high tem-
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perature conditions. Recent researches show that if emissions concentrations are to be calcu-

lated, it is not enough to exclude the impact of radiation on overall heat transfer and conse-

quently, on emission formation [1]. In numerical modelling of engineering systems that oper-

ate at high temperatures such as furnaces, boilers, jet engines and internal combustion engines 

the consideration of radiative heat transfer in calculations significantly influence the energy 

efficiency [2]. As one of the predictive tools in energy efficiency investigation, the CFD is 

frequently utilised for the research of combustion system designs to evaluate the heat transfer 

impact on their energy efficiency [3]. With the development of the computational resources, 

the radiative heat transfer models within CFD are commonly applied to evaluate the impact of 

the radiative heat transfer impact on total heat transfer and temperature distribution [4]. For 

the calculation of radiative heat transfer in participating media of furnace combustion cham-

ber, in this work, two radiation models have been applied: DTRM and DOM approximation 

with a finite volume approach. Both models are employed within the CFD software AVL 

FIRE™. These two models have different modelling approach in solving the radiative transfer 

equation (RTE) of participating media by their definition [5]. The DTRM model is based on 

the raytracing, which calculates the radiation intensity through the computational domain and 

has an utterly different modelling procedure from DOM featuring finite volume method [6]. 

In the pre-processing stage, the raytracing procedure is executed for each ray that is shot from 

the boundary face. The path through the computational domain is being calculated [7]. The 

input data of DTRM is a number of rays shot from the face, where for a greater number of 

rays, the more precise results will be obtained but will require more computational time [8]. 

For the DOM model, the input number of azimuthal and polar angles needs to be defined. 

After the spatial discretisation is conducted, the radiative heat transfer equation is calculated 

with transport equations for incident radiation in each spatial angle that represents one ordi-

nate. Contributions of each ordinate are summed and added as input for calculation of the 

radiative source term in the energy conservation equation [9]. The authors of [10] show uni-

versality of DOM to be applied to a whole range of applications. The algorithm for obtaining 

ordinates directions and their spatial angles is described in [11]. Both modelling approaches 

(DTRM and DOM) are equally computationally demanding, and their accuracy is adjustable 

with input parameters [12]. Additionally, in this work, the absorptivity and emissivity are 

modelled as for isotropic media while the scattering phenomenon was not considered in ob-

served simulations, since the soot participation in radiative heat transfer is well described by 

the grey-body model [13]. 

The recent research for optimising the combustion process by using CFD in combus-

tion chambers showed that the application of radiative properties of the gas inside the steady 

system such as jet engine combustion chamber cannot be neglected [14]. The similar approach 

for investigating radiative heat transfer impact was used in the numerical modelling of heat 

transfer in strong swirl flow of furnaces [15]. Wang et al. [16], performed analysis of thermal 

efficiency with emphasis on the radiative impact calculated by DOM in reheating furnace. The 

AVL FIRE™ was already employed for steady calculations in biomass combustion in a rotary 

kiln in [17], where the similar framework is applied for the simulations in this work. 

For the assessment of radiative heat transfer impact on temperature distribution in 

this work, IJmuiden furnace is selected for which dimensions and experimental data is availa-

ble in [18]. The combustion process is modelled with steady combustion model (SCM) based 

on literature [19], where it was applied with and without heat transport by radiation. This 

SCM features fast convergence and steady solution of the combustion process and is applica-

ble for the combustion process in oil-fired utility [20]. It is computationally less demanding 
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compared to the extended combustion models generally utilised in combustion systems like in 

[21]. A similar approach was applied for experimental oil furnace for emission predictions, 

but without radiation [22]. For the boundary conditions, diffusive opaque and inlet/outlet 

boundary conditions were applied for the calculation of incident radiation in directions that 

are oriented into the computational domain, based on the [23]. Similar approach was em-

ployed in [24], where the furnace gas temperature is predicted in reheating furnace with the 

P-1 radiation model. In [25], the estimation of radiative heat transfer in pulverised coal com-

bustion is performed with the P-1, where the impact of particulate impact on incident radia-

tion scattering is assumed. 

Finally, this work aims to present the analysis of the radiative heat transfer in par-

ticipating media with two different radiation models, DTRM and DOM in combination with 

SCM by employing CFD code AVL FIRE™ on an industrial furnace which includes the 

swirled combustion process. The performed validation of both radiative heat transfer models 

has shown that the presented modelling procedures are capable of predicting heat transport 

and can be used as a computationally fast tool that facilitates design and optimisation of in-

dustrial furnaces. The results with DTRM and DOM showed agreement in the validation 

against the experimental results. The results with DTRM and DOM showed agreement in the 

validation against the experimental results. 

Mathematical model 

All simulations performed in this paper are described with Reynolds-Averaged Na-

vier-Stokes equations. The Reynolds stress tensor was modelled by using the k-e turbulence 

model, which details can be found in [26]. 

Combustion modelling 

The combustion process was modelled by SCM, which calculates a fast solution for 

the combustion process in oil-fired furnaces [20]. The SCM is based on empirical correlations 

for considering the impact of droplet evaporation, swirl motion, spray disintegration, chemis-

try kinetics on the oil combustion in an extended Arrhenius type expression. Additionally, 

SCM is applicable for the wide range of conventional oil flames. In SCM, the oil fuel is as-

sumed in pre-mixed regime with the primary air-flow, due to consideration of the mixing time 

in combustion velocity. The model considers different reaction rate calculation: 
 
 

(1) 

 

where k is the reaction rate constant, fuy  – the average fuel mass fraction, and O2
y  – the 

average oxygen mass fraction, which is considered in the eq. (1) if O2
y  is lower than 0.03. 

Constant k could be characterized as a combustion velocity and is obtained from the following 

equation: 
 

 

(2) 

 

where the combustion velocity coefficient b is considered 33 for the O2
y lower than 0.03 and 1 

for O2
y higher than 0.03, due to the influence of enough oxygen. The denominator of the eq. (2) 

is called total time, and it consists of two terms. The first term is time of evaporation and 

induction, tei: 
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(3) 

 

with T as local temperature, R – the universal gas constant, and dinit – the initial droplet diameter 

of value 0.3 mm. The second term is time of oxidation, which is calculated by following term: 
 

 

(4) 

 

In SCM fluid-flow is calculated only for one gaseous phase, which results that the 

evaporation process of inlet fuel is modelled inside the evaporation and induction time in eq. 

(3). Further description about evaporation time calculation can be found in literature [27]. 

This model gives good coverage of kinetic combustion for the lean region and for the burning 

of evaporated fuel in the region of disintegrated droplets. In SCM, the b is adjusted for dif-

ferent values of oxygen concentrations, which makes the reaction rate dependent on the 

availability of oxygen [20]. The mixing process of air and evaporated fuel in this work is 

amplified by the swirl motion of the primary inlet air. The inlet swirl velocity of primary air is 

defined by user-functions in the AVL FITE™, where the swirl ratio of 0.8 value around the 

x-axis is used. Additionally, this model is also suitable for calculating the flames formed in 

furnaces with the additional secondary inlet of air.  

Radiative heat transfer modelling 

In this subsection, two different modelling approaches that are used in this paper for 

the calculation of radiative heat transfer are presented: DTRM and DOM.  

Discrete transfer radiative method 

The primary assumption of the DTRM is that a single ray can approximate the radi-

ation leaving the surface element in a specific range of solid angles. Such an assumption of 

DTRM is made by employing raytracing, where the change of incident radiation of each ray is 

only followed until the ray hit the wall [28]. The shift in incident radiation along a ray path 

can be written: 
 

 

(5) 

 

where a change of incident radiation I through path s is equivalent to a difference of the emitted 

and absorbed incident radiation, described with the absorption coefficient a. For this research, 

the refractive index is assumed 1. The DTRM integrates eq. (5) along with a series of rays 

leaving the boundary faces. The incident radiation is defined as I is calculated as [29]: 
 

 

(6) 

 

In the pre-processing, the raytracing paths are computed and saved before the start 

of fluid-flow calculations. An azimuthal angle from which the rays are shot is varied from 0 

to π and polar from 0 to 2π. For each ray, length within each control volume that it intercepts 

is calculated and stored. All wall boundaries are taken as black and diffuse. Thus, the intensity 

leaving the wall is given: 
 

 

(7) 
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where Tw is the wall temperature and σ – the Stefan-Boltzmann constant. That means that the 

outgoing radiation flux is composed only of the directly emitting. The incident radiation at 

inlets and outlets leaves the calculation domain. Therefore, it is not reflected on inlet and outlet 

boundaries, and it is calculated: 
 

 

(8) 

 

where Tof is the temperature of the outflow boundary. The incident radiation flux at the 

boundary element is then calculated as the sum of incident intensities for all rays. In partici-

pating media, the energy gain or loss in internal cells due to radiation is given through the 

radiation source term. The radiation source term is then inserted as source term of the enthalpy 

conversation equation. The overall energy gain or loss for a specific internal cell is calculated 

from the sum of all rays the contributions crossing the cell. 

Discrete ordinates method 

The radiation in participating media was also modelled by the DOM model featuring 

a finite volume approach. The radiative heat transfer in the DOM is based on solving RTE, 

which is consisting of two mechanisms: absorption and emission. Participating media absorbs 

the incoming radiation, which is then enhanced by the emission of the media in j direction: 
 

 

(9) 

 

where Ij is the intensity of incident radiation in the j direction, a – the absorption coefficient, 

and sj – the ordinate direction with its spatial angle ΔΩj. Spatial angle discretization is defined 

as the ordinate direction s
l
 is oriented perpendicular to its spatial angle. The eq. (9) has to be 

solved for each discretised spatial angle, but the minimal number is recommended to be eight 

[13]. When the intensity of incident radiation in each ordinate direction is obtained, the inci-

dent radiation is calculated: 
  

(10) 

 

where n is the total number of control angles that is defined by discretisation of spatial angles. It 

can be noticed from eq. (10) that the incident radiation depends mainly on the temperature, 

where the interaction between the radiation heat transfer and the radiative power source is 

modelled: 
  

(11) 
 

The boundary conditions in this work are assumed as the diffusive walls and are 

calculated only for the ordinates that have an orientation in the computational mesh. Diffusive 

opaque walls are defined as [10]: 
 

 

(12) 

 

where Îis the wall emissivity and Dci – the auxiliary variable for solving orientations of spatial 

angles in regard to cell face orientation. For the calculation intensities of incident radiation in 
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eq. (9), the upwind differencing scheme (UDS) is applied. Convergence criterium is defined as 

the ratio of the difference between the new and old value of incident radiation divided by the old 

incident radiation value, and in the following simulations equals 0.001. 

Absorption coefficient modelling 

Absorption coefficient in this work is modelled by implemented weighted sum of 

gray gases model (WSGGM) for grey gases, which is based on the CO2 and H2O correlations 

in the literature [30]. The total absorption coefficient a is defined: 
 

 

(13) 

 

Emissivity e in eq. (13) is defined in eq. (14): 
 

 

(14) 

 

where ai is weight factor of the grey gas i, ai is its radiative absorption coefficient, p – the 

partial pressures of the of i
th

 grey gas. The weighting factors of grey gas i are defined by the 

polynomial term for which the polynomial coefficients bi,j are tabulated: 
 

 

(15) 

 

For i equals zero, the transparent gas is assumed. The weight factor of transparent 

gas is defined as: 
 

 

(16) 

Numerical setup 

In fig. 1, the computational mesh with around 177 000 control volumes is generated, 

for which the mesh dependency test was performed on two finer meshes with the input cell 

size 66% and 50% of the initial cell size. Simulation performed on all three meshes showed 

flow, temperature and turbulence quantities with the relative deviation lower than 0.5%. For 

the mass conservation equation, the central differencing scheme (CDS) was employed. In 

contrast, for the turbulence, energy and volume fraction transport equations, the first order 

UDS was applied. For the momentum equation, a combination of CDS and UDS was pro-

posed by introducing a blending factor of 0.5. The convergence of the solution was achieved 

when the normalised pressure residual reached values lower than 5 × 10
–4

 also, momentum 

and energy residuals lower than 10
-4

. For turbulence, energy and volume fraction transport 

equations the first-order UDS was used, while for the continuity equation, the CDS was em-

ployed. For the momentum equation, the MINMOD Relaxed scheme was employed [20]. The 

convergence criteria were satisfied when normalised energy, momentum and pressure residu-

als reached a value lower than 10
–4

. For the DOM the RTE was solved each twentieth flu-

id-flow iterations. For the numerical simulations in this work crude oil fuel was modelled as a 

chemical compound with the average chemical formula C13H23, where the lower heating value 

is set to 41.1 MJkg
–1

, and physical properties as density and viscosity are adopted from the 

AVL FIRE™ fuel database. 
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Figure 1. Computational domain with the boundary conditions 

 

The boundary selections are shown in fig. 1, with the wall, inlet and outlet boundary 

conditions. The wall selections were defined as Dirichlet boundary condition of fixed temper-

ature, and the air and fuel entrainment were prescribed with a constant temperature 

mass-flow. In the following case, all wall boundaries are set with an emissivity value 1. At the 

outlet selection, the static pressure was prescribed. Characteristic for the IJmuiden furnace is 

the secondary air with four times larger mass-flow. Spray parameters are considered inside 

the combustion model, which resulted in deficient computational time. That is precisely why 

this model is chosen for the combustion modelling in the furnace, to have an emphasis on the 

radiative heat transfer. For the DTRM raytracing, local hemisphere discretization was achieved 

with discretising boundary hemisphere with two polar angles and eight azimuthal angles. Ther-

mal boundary under-relaxation factor was set to 0.5, and the tolerance was set to 0.01. 

Results 

In this section, critical specific objectives, the significant findings, and the most sig-

nificant conclusions of the paper are presented. The presented temperature results for the veri-

fication furnace case are calculated for the steady-state, where the convergence of results is 

achieved after approximately 3000 fluid-flow iterations. 

Figure 2 shows the results at the line connecting the centre of the inlet and centre of the 

outlet. The black dots represent experimental temperature measurements that are used for valida-

tion of radiation models. The blue curve shows results without radiation, that indicate overpredic-

tion of temperature results, and pronounced radiative gas emission losses in the furnace. The or-

ange curve shows results obtained with the DTRM, while the green curve represents the results 

obtained with the DOM. The main difference between DTRM and DOM results is visible at the 

outlet of the domain, and it can be attributed to the outlet geometry that makes uncertainty ray-

tracing. Furthermore, the better trend with calculation without radiation is achieved with the 

DTRM, which can be assign to lack of rays that hit the cells in the near outlet region. 

Figure 3 shows measured distributions of unidirectional radiation intensity through a 

steady-state oil flame, where the results with radiation are showed against experimental re-
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sults. Both models show good agreement with experimental results and with their trend. The 

DOM results have slightly overprediction compare to the DTRM results during the whole 

region, which is especially pronounced between 1.5 m and 2 m of flame. The difference in 

these results is the outcome from the model equations, that differently calculate the gas emis-

sion in the flame cells. 

In fig. 4, at the top, the temperature field results are shown for the case where the 

radiative heat transfer was not considered. The colder fuel region is visible near the inlet due 

to the lower air and fuel temperature. Inside the combustion chamber after the spray region, 

the practically uniform temperature field is achieved with the temperature of around 2200 K. 

The DTRM and DOM results show a good agreement in a temperature distribution 

inside the combustion chamber. Difference between results with included radiative heat 

transfer and without radiation is in the near-wall temperatures and around the inlet, due to no  

presence of gas emissions in heat transfer. That 

can be attributed to the low temperature region 

of the injected fuel and the high emissivity of 

the media near the walls. The lower mean tem-

perature obtained in the simulations with in-

cluded DTRM has a slightly broader and short-

er flame region, which is especially visible in 

the area near the outlet, which is also evident in 

fig. 2 diagram. The computational time of the 

showed results is four times more expensive for 

DTRM case compared to the case without cal-

culation of the radiative heat transfer in partici-

pating media. The DTRM pre-processing of 

raytracing contributes most to that difference, 

which needs to be calculated only once before 

the start of the first calculation. Additional 

computational demand of DTRM is also ob-

tained due to low CPU parallelisation potential, 

where the communication between CPU is 

aggravated by waiting for raytracing infor-

mation, unlike the DOM where the parallelisa-

tion is faster. 

  
  

Figure 2. Temperature profile comparison 
between experimental data, combustion 

model without radiation and with DTRM and 
with DOM (for color image see journal web site) 

Figure 3. Comparison between calculated and 
measured distributions of unidirectional 

radiation intensity through a steady-state oil 
flame (for color image see journal web site) 

  

 
 

Figure 4. Temperature field results at the 
symmetry plane of the computational domain 
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Conclusion 

The radiative heat transfer analysis in CFD of the steady combustion process pro-

vides a valuable tool that can be used to investigate more accurate and better understand the 

combustion process. The feasibility of DTRM and DOM radiative heat transfer models in the 

AVL FIRE™ code is examined, where the focus is on their comparison and application in 

combination with the combustion process inside a furnace combustion chamber. Simulations 

performed with SCM are presented for three cases: without radiative heat transfer, with radia-

tion calculated by DTRM, and with radiation calculated by implemented DOM. The compar-

ison of the CPU execution time showed that the calculation with DTRM is 3.8 times, and with 

DOM 2.3 times more time consuming than the case without calculation of the radiative heat 

transfer in participating media. The validation results showed good agreement with the ex-

perimental data with a better prediction of DOM model in the temperature trend near furnace 

outlet, which can be attributed to the shortcomings of DTRM raytracing in the near outlet 

region. The comparison of temperature distribution shows that the temperature field predicted 

with the DOM approach has a good agreement with the DTRM results, where a similar trend 

to the simulation without radiation is achieved. Furthermore, the main difference between 

DTRM and DOM results is visible at the outlet of the furnace, where the outlet geometry 

impacts the DTRM raytracing uncertainty. While for the DOM calculation, the incident radia-

tion is calculated in every cell, which results in a better agreement with the experimental 

temperature profile along with the furnace. The calculations with the DTRM and DOM model 

are compared with the simulation without calculating radiative heat transfer, where approxi-

mately 25% higher temperatures are reached. Finally, it can be stated that the presented 

method with DTRM and DOM models can serve as a solution for a swift investigation of the 

radiative heat transfer in participating media of real industrial furnaces. 
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ABSTRACT 

 For the calculation of multiphase reactive processes in computational fluid dynamics 

(CFD), detailed chemical kinetics and simplified combustion models are commonly applied. 

An appropriate modelling approach to overcome the high computational demand of chemical 

kinetics is the Flamelet generated manifold (FGM), which prescribe the calculation of chemical 

kinetics in preprocessor for the generation of the look-up databases that are used during CFD 

simulations with interpolation procedure. For the calculation of the chemistry kinetics in 

processor, combustion models are commonly applied, such as Three-zones extended coherent 

flame model (ECFM-3Z) that features calculation of flame speed in turbulent conditions. The 

primary goal of the research is to investigate and validate FGM and ECFM-3Z models on the 

multiphase reactive process inside a compression ignition engine for single and multiple 

injection strategies. Additionally, an overview of the modelling methodology and capability of 

FGM and ECFM-3Z models is presented, where the impact of their features is analysed on the 

results inside a compression ignition engine. For the numerical simulations, CFD code AVL 

FIRE™ was used, where the calculated results such as in-cylinder pressure, temperature, rate 
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of heat release, and nitric oxide emissions are computed. The FGM modelling approach showed 

higher ignition delay compared to the ECFM-3Z model for single-injection strategy, which can 

be attributed to the pretabulated autoignition conditions in three zones of the ECFM-3Z model. 

For the multi-injection strategy, such an ignition delay difference between FGM and ECFM-

3Z is not observed since the small amount of injected fuel in pilot injections tends to have 

quicker ignition, which then creates better conditions for combustion of the more significant 

amount of injected fuel in the main injection. The experimental nitric oxide emission trend is 

achieved with both combustion modelling approaches, where the CFD calculation time for 

cases with FGM is reduced approximately by half. In comparison against the experimental 

values, both FGM and ECFM-3Z combustion modelling approaches showed the capability of 

predicting the influence of fuel injection strategy on the combustion process in passenger car 

compression ignition engines. 
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NOMENCLATURE  

Latin Description Unit 

c progress variable 
 

𝑐𝑣𝑎𝑟 Progress variable variance  

C1 WAVE breakup model constant 1  

C2 WAVE breakup model constant 2  

d Droplet diameter m 

D Effective diffusion coefficient m2 s-1 

f Mixture fraction 
 

g Residual gas mass fraction  

h Enthalpy kJ kg-1 

H Total enthalpy interfacial exchange term kJ kg-1 

k Turbulent kinetic energy m2 s-2 

𝑚 Mass kg 

𝑚̇ Mass flow kg s-1 



M Molecular weight kg kmol-1 

p Pressure Pa 

r Droplet radius m 

R Ideal gas constant J (mol K)-1 

S Source of extensive property  

Sc Schmidt number  

𝑆𝑐 Segregation of progress variable  

𝑆𝑍 Segregation of mixture fraction  

t Time s 

T Temperature K 

u,v Velocity m s-1 

V Volume m3 

Wk  Molecular weight of species k kg kmol-1 

x Cartesian coordinates m 

yi  Mass fraction of species i  

Z Mixture fraction  

𝑍𝑣𝑎𝑟 Mixture fraction variance   

   

Greek Description Unit 

β ECFM-3Z+ model constant/  

ε Dissipation rate m2 s-3 

ζ Velocity scale ratio   

Г Diffusion coefficient  

λw Wavelength m 

μ Dynamic viscosity Pa s 

μt Turbulent viscosity  Pa s 

ρ Density kg m-3 

𝛴 Turbulent flame surface density 1 m-1 

τa Breakup time s 

𝜏𝑚 Mixing time  s 

φ Extensive property of general conservation equation  

𝜒 Scalar dissipation rate 1 s-3 

𝜔𝑖 Chemical source of species i kg m-3 s-1 



𝜔ℎ𝑒𝑎𝑡 Chemical heat source W 

Ω Wave growth rate s 

 

1. Introduction 

 Currently, compression ignition engines represent the majority of truck engines, heavy-

duty and marine engines, which are producers of a significant amount of harmful pollutants [1]. 

The more stringent regulations that enforce the reduction of pollutant emissions led to an 

extensive study of the combustion characteristics in internal combustion engines [2]. However, 

the numerical modelling of combustion systems is also challenging since the interaction of the 

fluid flow, turbulence, heat transfer, and chemical reactions need to be solved simultaneously 

[3]. That is applicable not only for the internal combustion engines but also for the combustion 

system such as jet engines [4]. 

Potential for the reduction of emission is observed in the controlling of fuel injection 

influence on combustion characteristics with the application of the injection system and rail 

pressure [5]. In [6], the author experimentally and numerically studied the multiple-injection 

strategy on the emission formation and combustion processes at underload conditions, where 

the rate of heat release (RoHR) results show a good agreement with the multiple injection 

strategies. The pre-injection timing in such multiple injection strategies can dominantly 

influence the combustion and emission characteristics, from which the NOx are influenced the 

most, owing to the different temperature changes over time [7]. Another parameter that has the 

potential for lowering the emission is the piston bowl design, which can be easily assessed with 

the employment of the CFD simulations [8,9]. 

 For the mathematical description of the combustion process several different modelling 

approaches can be employed, such as computational demanding detailed chemical mechanisms 

[10], reduced mechanisms, which are limited to a specific purpose, and combustion models 

[11]. In order to accurately describe a combustion process, specific mechanisms for each fuel 

are necessary [12]. With the development of numerous new alternative fuels, new mechanisms 

are required in order to describe their combustion process numerically [13]. Such modern fuels 

are commonly biodiesel fuels made from vegetable oils [14], animal oil [15] or waste [16]. The 

number of chemical species and elementary reactions included in the detailed chemical 

mechanisms is generally quite large [17]. As an illustration, a detailed reaction mechanism of 

diesel fuel can consist of 2900 chemical species and 15000 elementary reactions [18]. Such 

large mechanisms require significant computational resources for the simulation of industrial 



combustion systems to calculate all interactions between elementary reactions that govern the 

combustion process [19]. This computational demand arises from the number of transport 

equations that need to be solved for each chemical species and the number of mesh elements 

[20]. 

 One way to reduce the required number of equations that have to be solved is assuming 

that the chemical time and length scale in most flames are a small-scale [21]. Chemical 

reduction techniques and laminar flamelet models represent two main approaches that are based 

on the idea to model the detailed dynamics and structure of chemically reacting flow [22]. 

Laminar flamelet methods assume that the flame structures are considerably thinner compared 

to other scales of the distortions in the flow [23]. Furthermore, this implies that the chemical 

reactions are faster than all other time scales [24]. All flamelet models rely on the assumption 

that the chemical reaction occurs within relatively thin layers that separate the fresh unburned 

gas from the fully bunt gas. The internal structure of the flame is approximately frozen while it 

moves around in the flow. The dynamics of the thin flame front is predicted by computing a 

kinematic equation for the propagation of the flame front, a mixture fraction equation for the 

mixing, and a CFD solver for the fluid flow [25]. One of the several laminar flamelet models, 

which has proven an ability to accurately describe the combustion process in internal 

combustion engines, is the extended coherent flame model (ECFM) developed by Colin et al. 

[26]. The ECFM belongs to the flame surface density type of approaches, which was first 

proposed in the context of diffusion flames in the work of Marble and Broadwell [27]. More 

recently, this approach has been extended by considering a generalised flame surface density, 

including all possible values of the mixture fraction. In contrast, reaction rates per unit of flame 

surface are provided by a library of transient diffusion flames [28]. Based on the ECFM model, 

the unified diesel/petrol three-zones extended coherent flame model (ECFM-3Z) was briefly 

presented in [29]. In the ECFM-3Z, the description of unburned/burned gas is inherited from 

ECFM. The model is based on the flame surface density equation, and it can be employed to 

describe premixed and diffusion flames. In order to account for diffusion flame and mixing 

processes, each computational cell is split into three mixing zones: unmixed fuel zone, unmixed 

air plus possible residual gases (EGR) zone and completely mixed fuel-air mixture zone. This 

model is formulated and later validated by various researchers for partially-premixed and highly 

stratified combustion cases, as in the case of gasoline direct injection [30] and combustion cases 

with a high amount of exhaust gas recirculation [31]. In the work of [32], the capability of the 

ECFM-3Z combustion model to predict the combustion process and emission formation in a 

high-speed direct injection diesel engine is introduced. The ECFM-3Z applies to all types of 



combustion processes without the need for predefining the type of combustion that is 

encountered [33]. 

 Chemical reduction techniques rely on the assumption that the chemical time scales are 

short scale. A time scale analysis can be conducted if all transport processes are neglected, and 

the fastest time scales are assumed to be in the steady state. That means all variables can be 

stored in a database as a function of a few controlling variables. During the CFD solving 

procedure, only the equations for the controlling variables are solved. The computational 

singular perturbation method from Lam and Goussis [34] and the intrinsic low-dimensional 

manifold approach of Maas and Pope [35] are examples of such reduction methods. 

 Van Oijen and de Goey introduced a reduction method that can be interpreted as combining 

the flamelet and the manifold approaches, namely the flamelet generated manifold (FGM) 

technique [36]. An overview of the general FGM technique can be found in [37]. Successful 

application of the FGM combustion model, used in this work, for diesel engine was reported 

in[38]. A correct prediction of the combustion process in a diesel engine case using FGM as 

well as the emission processes based on a large number of chemical reactions is presented in 

the work of Priesching et al.[39]. In the work of Goryntsev et al. [40], successful application of 

the FGM combustion model in gasoline engine simulations and knock analysis was reported. 

The utilisation of the FGM approach for simulating an ignition timing of diesel spray was 

shown in the work of Bakdemir et al. [41]. The most critical characteristics like ignition delay 

and flame lift-off were well captured, demonstrating the potential of the FGM technique. Keum 

et al.[42] applied the FGM combustion model with the most detailed chemical reaction 

mechanism as well as different surrogates to a canonical homogeneous charge compression 

ignition engine experiment from Sandia National Laboratory. Additionally, an application of 

various numerical approaches to access the knocking phenomena has been reported in 

publication [43]. 

 In the present study, the numerical investigation of the single and multi-injection strategy 

in a direct injection compression ignition engine by utilising the FGM and ECFM-3Z 

combustion modelling approaches were performed. To the best of our knowledge, a study that 

compares these two combustion modelling approaches in multiphase reactive systems has not 

been reported. Apart from the comparison of modelling approaches, the validation of the results 

on pressure, temperature, rate of heat release, and emission results for both single and multi-

injection strategy were analysed in a compression ignition engine. 



2. Mathematical model 

 For modelling turbulent flow Reynolds averaged Navier-Stokes equations approach with the 

𝑘 − ζ − 𝑓 turbulence model is employed [44]. 

  

2.1. Spray modelling  

 The fuel injection is a necessary process used to disperse the liquid fuel in a broader area and 

to increase the surface needed for the more intensive evaporation process. In IC engines, the spray 

is produced by introducing liquid fuel into the combustion chamber through a nozzle under high 

injection pressure. Detailed understanding of the spray formation in diesel engines and its 

interaction with the surrounding air in the cylinder is necessary in order to achieve more efficient, 

complete combustion and lower pollutant emissions. In this work, Euler-Lagrangian method was 

employed, which is based on a statistical approach where each droplet is a component of a group 

of similar in size non-interacting droplets called parcels. The motion and the transport properties 

of the parcels are tracked in Lagrangian form through the computational mesh used for solving the 

gas phase Eulerian partial differential equations. 

 The standard Wave break-up model is employed to model injected liquid fuel jet break-up 

regime [45]. The basis of the Wave break-up model is the Kelvin-Helmholtz instability model. 

According to this model, new droplets are formed from the unstable surface waves caused by 

surface tension. Waves grow on the droplet surface with rate   and a wavelength λ𝑤. The size of 

the newly formed droplets is determined from the wavelength and growth rate of this instability. 

The break-up of the initial droplets results in the production of new droplets and the reduction of 

the size of the parent droplets[46]. For the radius reduction of the parent drops a rate approach is 

applied:  

𝑑𝑟

𝑑𝑡
=

(𝑟−𝑟0)

𝜏𝑎
  (1) 

where 𝑟0 is the droplet radius of the product droplet and 𝜏𝑎 is the break-up time of the model, 

which can be expressed as:  

𝜏𝑎 =
(3.726·𝐶2·𝑟)

λ𝑤·𝛺
  (2) 

and 𝑟0  is proportional to the wavelength λ𝑤of the fastest-growing surface wave:  

𝑟0 = λ𝑤 · 𝐶1  (3) 

where 1C  is the Wave model constant determining the stable droplet size is set to the recommended 

default value of 0.61 [45]. The second Wave model constant 2C is usually varied in order to adjust 



break-up time and penetration length to the different nozzles. The higher the value, the slower 

the break-up time and the penetration length. Besides the liquid ligaments and droplets break-up, 

simultaneously in the spray region, the evaporation process has to be calculated. The mathematical 

model used in this thesis to perform the calculation of the evaporation process is Abramzon and 

Sirignano approach [47]. 

 

2.2. Combustion modelling  

 The combustion modelling is a complicated phenomenon that accounts for hundreds of 

different compounds of chemical scalars and reactions in the calculation domain. The process can 

be described through combustion models with different level of complexity or by employing 

detailed chemical mechanisms. The following section introduces a short description of two 

combustion modelling approaches. 

 

2.2.1. Three-zones extended coherent flame model 

 The coherent flame models are based on the flamelet hypothesis, which states that the 

chemical reactions take place much faster than the turbulent mixing process. The reactions occur 

within relatively thin layers that separate the fresh gas from the wholly burnt gas. In addition, the 

turbulent flame is interpreted as an ensemble of small laminar flames denoted by the name 

flamelets. Using these assumptions, the reaction rate is computed as the product of the flame 

surface density and reacting rate per unit flame surface: 

𝜌𝑟𝑓𝑢

˙
= −𝜔𝐿𝛴  (4) 

where L  represents the mean laminar fuel consumption rate per unit surface along the flame front 

and    the flame surface density. The three-zones extended coherent flame model can be 

considered as the further improvement of the coherent flame model, and it was developed 

especially for Diesel combustion. The model relies on a three-zones mixing description. Each cell 

of computational mesh is split into three mixing zones to account for diffusion and mixing 

processes: unmixed air plus possible residual gases, unmixed fuel and completely mixed fuel-air 

mixture. 

When utilising the ECFM-3Z model, besides the standard species transport equations, additional 

transport equations for the following eleven chemical species are solved in each cell  

O2, N2, CO2, CO, H2, H2O, O, H, N, OH  and NO [48]:  



𝜕𝜌𝑦𝑥

𝜕𝑡
+

𝜕𝜌𝑢𝑖𝑦𝑥

𝜕𝑥𝑖
−

𝜕

𝜕𝑥𝑖
((

𝜇

𝑆𝑐
+

𝜇𝑡

𝑆𝑐𝑡
)

𝜕𝑦𝑥

𝜕𝑥𝑖
) = 𝜔̇𝑥

̅̅̅̅  ,  
(5) 

where xy and 𝜔̇𝑥
̅̅̅̅  denote the averaged species mass fraction and the chemical source term for 

species i, respectively. Here, averaged means these quantities are the global quantities for the three 

mixing zones. In addition, transport equations for the fuel mass fraction fuy , mixture fraction f and 

residual gas mass g have to be solved [48]: 
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(𝜌𝑔) +

𝜕
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𝜕

𝜕𝑥𝑖
(𝛤𝑔

𝜕𝑔

𝜕𝑥𝑖
 )  (8) 

The fuel mass fraction is divided into fuel mass fraction present in the fresh gases u.f .y  and fuel 

mass fraction present in burnt gases u.b.y  This introduces an additional transport equation to 

calculate the u.f .y : 

𝜕𝜌𝑦𝑢.𝑓.

𝜕𝑡
+

𝜕𝜌𝑢𝑖𝑦𝑢.𝑓.

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((

𝜇

Sc
+

𝜇𝑡

𝑆𝑐𝑡
)

𝜕𝑦𝑢.𝑓.

𝜕𝑥𝑖
)  (9) 

and the fuel mass fraction in burnt gases is calculated as the difference between the fuel mass 

fraction fuy  and fuel mass fraction in the fresh gases u.f .y . Two new quantities are introduced to 

describe the mixing zones: the unmixed fuel F

Fuy  and the unmixed oxygen
2

A

Oy . The equations for 

these unmixed species are [45]: 

𝜕𝜌𝑦𝐹𝑢
𝐹

𝜕𝑡
+
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−

𝜕

𝜕𝑥𝑖
(

𝜇

𝑆𝑐

𝜕𝑦𝐹𝑢
𝐹
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1
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) (10) 
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𝜕𝑥𝑖
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1
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𝑦𝑂2
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𝑦𝑂2

𝐴

𝑦𝑂2

∞

𝜌𝑀𝑚𝑖𝑥

𝜌𝑢𝑀𝑎𝑖𝑟+𝐸𝐺𝑅
) (11) 

the source terms are depended on the mixing time, which considers turbulence quantities and is 

expressed as: 

1

𝜏𝑚
= 𝛽

𝜀

𝑘
 (12) 

where the   denotes a model factor.  

 

2.2.2. Flamelet generated manifold  

 When the mechanism of detailed chemistry that feature a large number of chemical reactions 

and species are observed, the use of the flamelet generated manifold method results in a reduction 



of computational cost with a few orders of magnitude. This reduction method can be interpreted 

as a combination of classic flamelet and manifold methods [49]. The method is based on the idea 

that a multi-dimensional flame can be observed as an ensemble of thin, laminar, locally one-

dimensional flames embedded in a flow field and denoted by the name flamelet. This assumption 

remains valid even for the turbulent flames. The flamelet method assumes that most variables, like 

species concentrations and temperature, are dependent on a small number of control variables 

relevant for one-dimensional flame structures. The FGM method generates a multi-dimensional 

chemical manifold out of flamelets computed for specific initial conditions using detailed 

chemistry. The thermochemical variables of flamelets are tabulated as a function of only two 

independent control variables: mixture fraction and progress variable. The generated table is then 

linked to a CFD code, and during the numerical simulation transport equations are solved only for 

the control variables and their variances. At the same time, the required thermochemical data is 

interpolated from the FGM table. The probability density function closure method is adopted to 

model the influence of the turbulence effects on combustion chemistry. In the present study, 

combustion chemistry is pre-computed, and the FGM database is generated based on the 0D 

perfectly stirred reactors (PSR). Figure 1 visualises the output of 0D PSR simulations for two table 

boundary temperatures: 700 K and 1800 K, where CO and CH2O mass faction data is mapped on 

a predefined progress variable and mixture fraction grid. It is visible that the CO mass fraction 

increases as the combustion process propagates from the fresh to burnt gas. Furthermore, the peak 

values are achieved at a mixture fraction value which approximately corresponds to the value of 

the stoichiometric mixture. The increase in temperature also leads to an increase in CO but a 

decrease in CH2O mass fraction.  



 

 

Figure 1. FGM table visualisation at temperatures 700 K and 1800 K 

 

 In addition to the transport equations of the turbulence model, four scalar transport equations for 

progress variable c, progress variable variance varc mean mixture fraction Z, and mixture fraction 

variance varZ  need to be solved. Mixture fraction is a conserved scalar used to describe the mixing 

process between fuel and air. It equals zero in the oxidiser and unity in the fuel. The mixture 

fraction is not consumed by chemical reactions, and it is equal to the fuel in a non-reacting case. 

When using liquid fuels, the mixture fraction equation has a spray source term. The mean mixture 

fraction and its variance equations can be described as follows [45]: 
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where the scalar dissipation rate is:  

𝜒𝑍

~
= 2

𝜀

𝑘
𝑍′′2

~

  (15) 

Progress variable is a scalar describing the reaction progress from fresh to burnt gas. When 

normalised, it is zero in fresh gas and unity in the burnt gas, and it has a source term from 



chemistry. The progress variable is often defined as a linear combination of certain species, for 

example:  

𝑌𝐶 =
𝑌𝐶𝑂

𝑊𝐶𝑂
+

𝑌𝐶𝑂2

𝑊𝐶𝑂2
  (16) 

where dominant species CO  and 2CO are used, weighted by their respective molecular weights. 

The progress variable can be normalised as follows: 

𝑐 =
𝑌𝐶

𝑌𝐶
𝐸𝑄  (17) 

The transport equations for the normalised mean progress variable and its variance is written as: 
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where the scalar dissipation rate is: 

𝜒𝑐

~
= 2

𝜀

𝑘
𝑐′′2

~

  (20) 

The look-up tables enable reduction of the number of species to five, with the retention of correct 

thermochemistry. The used chemical species are 2 2 2 2O , CO , H O, N and virtual fuel. Virtual fuel 

is an artificial species with the same physical and thermochemical properties as the actual fuel, and 

it burns in one single step. The virtual fuel [50] allows imposing species mass fractions from the 

look-up table, thus comprising all combustible matter present in the real burning mixture. The rate 

of change of the virtual fuel mass fraction is computed using:  

𝑌𝑉𝐹

˙

=
𝑌𝑉𝐹(𝑐(𝑡+𝛥𝑡),𝑐𝑜𝑜𝑟𝑑𝑠)−𝑌𝑉𝐹(𝑐(𝑡),𝑐𝑜𝑜𝑟𝑑𝑠)

𝛥𝑡
  (21) 

The rate of change of the other species of the virtual system is calculated by the CFD code, based 

on stoichiometric coefficients. The chemical heat source term is computed from species change 

rates 𝜔̇𝑖
̅̅ ̅ and their partial enthalpies sh : 

𝜔ℎ𝑒𝑎𝑡

˙
= 𝜌

˙
∑ 𝜔𝑖

˙
ℎ𝑖

𝑖

 (22) 

 

2.3. Emission formation  

 Nitric oxide (NOx) formation is divided into three mechanisms: thermal, prompt and fuel. The 

fuel NOx mechanism can be neglected since diesel fuels contain negligible amounts of nitrogen. 

Due to the high in-cylinder temperatures in internal combustion engines, the thermal formation 



mechanism is dominant in the production of NOx concentrations. According to[51], the NO 

formation inside the engine cylinder is superior to other oxides of nitrogen, such as NO2 and N2O 

that are negligible for diesel engines. Therefore, in this work, only thermal and prompt mechanisms 

are considered in the calculation procedure. For the modelling of the emissions, the extended 

Zeldovich model was used, which considers the effect of oxygen, nitrogen and hydrogen radicals 

on NO formation. The following equation describes the extended Zeldovich model: 

N2 + O → NO + N (23) 

N + O2 → NO + O (24) 

N + OH → NO + H (25) 

 

The chemical reaction of Equation (23) is the dissociation of nitrogen molecules in the air by the 

oxygen radicals, while Equation (24) describes oxidation of dissociated nitrogen. Finally, Equation 

(25) is the reaction in which OH radicals generate NO chemical species, which are present mostly 

in high-temperature regions. It is essential to point out that all three chemical reactions that 

represent the extended Zeldovich mechanism exhibit strong temperature dependency [52]. The 

prompt NO formation process in this work was calculated by employing the de Soete model, as 

in [53]. In engines, the influence of the turbulence on temperature and NO formation is not linear. 

That is why the temperature fluctuations were considered, as in [54], assuming the Probability 

Density Function as a beta distribution. The transport equation of NO is described with the 

following term: 
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Where the source term 𝑆𝑁𝑂 was described by the following Equation (27): 

 

𝑆𝑁𝑂 = 𝑀𝑁𝑂

𝑑𝑐𝑁𝑂

𝑑𝑡
 (27) 

 

For the FGM model, the extended Zeldovich mechanism equation was incorporated in the diesel 

fuel mechanism from which the look-up databases were generated.  

 



3. Numerical setup 

 In the present study, the 3D-CFD simulations were performed using the commercial CFD 

code AVL FIRE™. The mesh generator AVL™ ESE Diesel tool [45] was used to create the 

computational mesh based on the provided piston bowl geometry data. The experimental data of 

the direct injection diesel engine configuration are provided by AVL GmbH. The main 

specifications of the diesel engine are given in Table 1, while the properties of used Diesel 

EN590B7 fuel are given in Table 2. The generated mesh with corresponding boundary selections 

is displayed in Figure 2. The generated computational domain is only seventh of the combustion 

chamber since the diesel injector has seven nozzle holes. A compensation volume is added to the 

original computational domain to get the correct compression ratio of the mesh and to compensate 

for all inconsistency in the geometry of the cylinder head. The final mesh consists of hexahedral 

elements with the number of cells in the mesh 54 663 and 112 854 at TDC and BDC, respectively. 

A 2-cell thick boundary layer was created in the vicinity of wall selections declared to capture the 

wall influence on the simulation results. In any numerical simulation, it is important to ensure that 

the results are not dependent on the mesh resolution. Hence the mesh sensitivity study was 

performed. For this purpose, two additional moving meshes with the same block structure, but 

approximately 1.3 and 2 times denser, were pre-investigated. Simulations with the same numerical 

setup were performed in order to study the capability of these computational meshes. The 

differentiation of calculated mean in-cylinder pressure and RoHR curves of individual domains 

from the measured data is shown in Figure 3. As can be seen, the mesh dependency results 

exhibited similar values for all computational meshes. Thus, the presented mesh is used for all 

further calculations.  

 

Table 1. Engine specifications 

Engine type  4-stroke DI diesel engine 

Model Volvo I5D 

Number of cylinders  5, Inline 

Displacement (cm3) 2400 

Bore (mm) 81  

Stroke (mm) 93.15 

Compression ratio  15.6 

 

 



Table 2. Diesel EN590B7 specifications[55] 

Flashpoint, min 55°C 

Water, max 200 mg/kg 

Total contamination, max 24 mg/kg 

Kinematic viscosity 2.0-4.5 mm2/s 

Density 820-845 kg/m3 

Ester content, max % vol 7% FAME 

Ash, max 0.01% wt 

Sulfur, max (by mass) 10 mg/kg 

Cetane number, min 51.0 

PAH, max 11% wt 

 

 

 

Figure 2. Computational mesh with corresponding boundary selections 

 

 



 

 

Figure 3. Mesh dependency of pressure and RoHR 

 

 Table 3 provides an overview of defined boundary conditions. A moving, constant 

temperature wall boundary condition was applied to the piston surface, while the constant 

temperature condition is prescribed for the fixed cylinder head selection. The cylinder geometry 

can be assumed as cyclic symmetrical hence the periodic boundary condition was applied to both 

sides of the mesh. In addition, for the compensation volume, an adiabatic boundary condition was 

considered. 

 

Table 3. Computational mesh boundary conditions 

Selection Boundary Type Specific condition 

Piston Mesh movement Temperature 473 K 

Segment  Periodic inlet/outlet Periodic 

Cylinder Head  Wall Temperature 443 K 

Comp. Volume   Mesh movement/Wall Adiabatic boundary 

Cylinder Axis  Symmetry - 

 

 Relevant initial conditions such as pressure, temperature and the mass fraction of the species 

were specified according to available experimental data. Table 4 provides an overview of defined 

initial conditions for the two investigated engine operating points. The calculations were carried 

out for the engine rotational speed 2000 min-1. The initial swirl velocity inside the combustion 

chamber was set to value 4740 min-1 around the cylinder axis. Single represents an operating point 

with a single-injection strategy. In addition to the single-injection engine operating point, a case 

with three injection pulses per cycle was investigated to prove the high accuracy of utilised 

modelling approaches. Parameters such as the start and the end of injections together with 



corresponding injected fuel mass for both cases are shown in the following section. Initial mass 

fractions of the species 𝑌𝑖 in the combustion chamber at the beginning of the calculation are given 

in Table 5.  

 

Table 4. Initial conditions of the observed operating points 

 Single Multi 

Pressure (Pa) 219284 210867 

Temperature (K) 427.2 418.9 

Turbulent length scale (m) 0.002 0.002 

Turbulent kinetic energy (m2/s2) 10 10 

 

Table 5. Initial values of species 

 Single Multi 

𝑌𝑂2 0.1855 0.1830 

𝑌𝑁2 0.7579 0.7580 

𝑌𝐶𝑂2 0.0415 0.04021 

𝑌𝐻2𝑂 0.0151 0.01880 

 

3.1. Spray setup  

 Properties of the liquid fuel utilised in performed calculations, namely Diesel EN590 B7, are 

already available in FIRE™. The term B7 implies that there is up to 7% biodiesel content in the 

fuel[55]. The temperature of injected fuel was measured in the experimental research, and it is 

defined by 317 K. The size of introduced particles at the fuel inlet is considered 125 μm. The main 

characteristic of the fuel injection system is shown in 

Table 6, where the injector geometry required for simulation was taken over by the manufacturer. 

Spray angle delta 1 introduced in Table 6specifies the spray direction for each hole of the nozzle 

in degrees.  

 

Table 6. Injector geometry 

Position (0.5, 0, -1.5) mm 

Direction (0, 0, 1) 

Spray angle delta 1  145 

Nozzle diameter at hole centre position  1.84 mm 



Nozzle hole diameter 0.125 mm 

 

 The Wave break-up model is employed in order to model liquid fuel break-up downstream of 

the injector. For the single-injection case, the Wave model constant C2 was considered 5 during 

the ECFM-3Z simulation and 20 during the FGM simulation, as for the multi-injection case, it was 

varied between 6 and 36, with the three injection pulses being considered separately. Since the C2 

parameter is the tuning parameter of the model, which strictly influence the disintegration process 

of injected fuel and injector properties, the selected values of C2 were based on the sensitivity 

parametric analysis of the injection process, where the C2 parameter was tuned to have the best 

agreement with the experimentally measured pressure data. The total mass of injected fuel is 4.09 

mg in the single-injection case and 3.95 mg in the multi-injection case. Figure 4 shows the injection 

rate for single-injection and multi-injection case, respectively.  

 

Figure 4. Injection rate for single (left) and multi (right) injection cases 

 

3.2. Combustion setup 

 When modelling the combustion process with the ECFM-3Z combustion model, some 

parameters have to be adjusted. The mixing model parameter influences the fuel transfer from the 

pure fuel zone to the mixed zone. For modelling autoignition, the Two-Stage model was employed, 

where the autoignition delay time is interpolated from pre-computed tabulated values. For the 

multi-injection case, the autoignition model parameter was considered 1.2 during the pilot 

injection, while for the main and post-injection, it was set to the value 0.9. For the single-injection 

case, the autoignition model parameter was set to a value of 4. The autoignition parameter values 

are selected based on the preliminary analysis of the combustion process, where the ignition delay 

is adjusted to have autoignition timing similar to the experimentally measured RoHR data. 

Chemical reaction time influences the rate of reaction of the fuel during the combustion process. 

In the present study, it was considered 1 for the single-injection case and 10000 for the multi-



injection case, according to AVL FIRE™ recommendations [45]. Extinction temperature is set to 

300 K.  

 The FGM table generation tool contains three steps: preprocessing of textual input, PSR 

simulations, and post-processing of the output. The preprocessor translates the script into valid 

input for the PSR solver and launches the individual simulations. The input data of a PSR table are 

summarised in Table 7, where pressure points are 40, 80, 120, 140, and temperatures are selected 

in the interval from 700 to 1800 K with the linear distribution. Mixture fraction grid is generated 

with 38 points where the refinement is around stoichiometric mixture fraction, 0.0451. For the 

generation of PSR table, a reduced reaction mechanism LLNL Diesel reduced NOx, with 181 

species and 1432 reactions is used [56]. 

 

Table 7. The input of PSR simulation 

Input variable  Points  

Z Mixture fraction  38 

S Mixture fraction segregation 10 

T Temperature 12 

p Pressure 4 

 

4. Results and discussion 

 Within this section, the results of two 3D CFD combustion modelling approaches applied to 

the industrial diesel engine are shown. First, the calculated results, such as mean in-cylinder 

pressure and RoHR of the single-injection operating point, are compared with the experimental 

results. Afterwards, the equivalent comparison is presented for the operating point with a multi-

injection strategy. Furthermore, the results for spray development and temperature field inside the 

engine combustion chamber for single-injection and multi-injection operating point are presented. 

Furthermore, the calculated NOx emissions are compared with the experimental data. Finally, the 

comparison of calculation times for different combustion modelling approaches is shown. 

 

4.1. Single-injection results 

 The in-cylinder pressure results for the single-injection case are shown in Figure 5. It is noticed 

that the FGM simulation underpredicts the experimental pressure curve. Furthermore, the 

numerical results of the ECFM-3Z combustion model show better agreement during the simulation 

with the experimental results of mean in-cylinder pressure than the results with the FGM. The 



inflexion points visible around the TDC represent the start of the combustion. The pressure 

gradient increases due to the compression process until the evaporation of the spray during the 

pressure values are decreased. At the inflexion point, the heat from the chemical energy of the fuel 

is released, and the pressure gradient continues to rise to the maximum pressure. The inflexion 

points correspond to the initial declination of RoHR from the zero value, as visible in Figure 6. In 

[49], the FGM method was tested on numerous operating cases, where the agreement between the 

experimental and calculated peak pressures was detailly analysed. The obtain results in this work 

are within the interval of the difference between experimental and numerical simulations, which 

were published [49]. Better agreement of the ECFM model in the single-injection case can be 

mainly accounted to the better description of the air-fuel mixing process. The ECFM model divides 

each cell into three mixing zones to account for diffusion and mixing processes. The transport 

equation of the standard species used in the model is calculated for unmixed air with residual gases, 

unmixed fuel, and thoroughly mixed fuel-air mixture regions. Such an approach gives a better 

explanation of the mixing process, which is relevant for a more accurate description of the 

combustion process, especially in the operating cases that feature injection of a large amount of 

fuel in the short interval as in single-injection case. The accuracy of the ECFM model compared 

to the FGM model was achieved at the expense of the computational demand. 

 

 

Figure 5. Mean pressure results for the single-injection case 

 

 Figure 6 shows a comparison of the RoHR results obtained by the ECFM-3Z and FGM 

combustion approaches with the experimental data for the single-injection case. The presented 

RoHR results represent only one-seventh of RoHR value for the entire cylinder. The start of the 

combustion or the autoignition point of the fuel-air mixture corresponds to the initial increase of 



RoHR from the zero value. After the beginning of fuel injection into the cylinder, a specific delay 

of combustion start is present due to the mixing process, this delay is called ignition delay. It is 

notable from the presented results that the ECFM-3Z combustion model predicts the ignition 

earlier than the experimental data. On the contrary, the FGM combustion model predicts more 

extensive ignition delay. The earlier ignition in the ECFM-3Z model compared to the FGM model 

can be prescribed to a better description of the air-fuel mixing process, which is relevant for a more 

accurate description of ignition delay. The ability to capture the mixture of fuel and air in three 

mixing regions of the ECFM-3Z model shows a lower RoHR gradient compared to the experiment 

and FGM model. In the FGM, RoHR gives the increased ignition delay, which is compensated by 

a higher gradient of the released heat. That can be mainly attributed to the simplified chemistry in 

the FGM model that describes combustion progress with fewer transport equations than the 

detailed mechanism that describes each interim chemical species' transport and reaction. 

Furthermore, the results obtained by the FGM combustion model show a higher peak value of 

RoHR in comparison with the experiment, while the ECFM-3Z model predicts a lower peek value 

of RoHR. Calculated RoHR profiles have a good trend in comparison to the experimental curve 

for both combustion modelling approaches. It can be noticed that the higher gradient of RoHR 

curve after the ignition exist in the FGM calculations, together with more pronounced local 

maximum values.  

 

 

Figure 6. RoHR results for the single-injection case 

 

4.2. Multi-injection results 

 Figure 7 shows the differences in mean pressure curves obtained with the combustion models 

and experiment for the multi-injection case. In this case, the results obtained with the ECFM-3Z 



model show a larger underprediction of the experimental curve than the results obtained with the 

FGM model. The same underprediction of the peak pressure with FGM is achieved in the multi-

injection operating point as in the single-injection point shown in Figure 5. In [39], the multi-

injection engine operating point was observed with the FGM model, where the similar 

underachievement of the pressure rise in the pilot injection is present as in Figure 7. Compared to 

the ECFM results in the single-injection case, the underprediction in the multi-injection case is 

mainly due to the higher uncertainty of the model for lean conditions due to the description of 

unmixed fuel in transport Equation (10). 

 

 

Figure 7. Mean pressure results for multi-injection case 

 

  Figure 8 shows the comparison of RoHR results obtained with the ECFM-3Z model and 

FGM model with the experimental data for the multi-injection case. The area under the curves 

represents the accumulated energy, the energy realised from the fuel oxidation. The ignition of the 

fuel injected in the pilot injection predicted by the ECFM-3Z has a more significant delay than 

experimental data. Still, the combustion of pilot injected fuel is faster than in experiment and FGM 

results. Also, the model overpredicts the peak value of the pilot heat release with ECFM-3Z. The 

ignition of the fuel injected in post-injection is well predicted, together with the peak value of 

RoHR. Apart from that, the shape of the calculated RoHR curve fits well with the experimental 

data. Furthermore, the injection of the fuel injected in the main injection and the magnitude of heat 

release corresponds to the experimental data. The ignition of the fuel injected in the pilot injection 

predicted by the FGM model occurs slightly after recorded experimental data, and the peak value 

of the first heat release is underpredicted. In the part when the main injection occurs, RoHR curve 



obtained with the FGM exhibit a similar shape and magnitude as the one obtained with the ECFM-

3Z model, while the peak value of the post-heat release is underpredicted. 

 

 

Figure 8. RoHR results for multi-injection case 

 

 One of the advantages of the multi-injection strategy compared to the single-injection strategy 

is the better control over the combustion process and the better overall efficiencies due to the lower 

amounts of the unburned fuel. For the approximately same injected mass in the single and multi-

injection cases, the RoHR in the multi-injection case has permanent heat release during the 

operating cycle, which can be seen in Figure 8 compared to Figure 6. Moreover, the multi-injection 

strategy effectively reduces the NOx and PM and diesel engine combustion noise [57]. Overall, it 

can be concluded that both combustion modelling approaches have a suitable description of spray 

and combustion phenomena, with the computational demand acceptable for the industrial purposes 

of investigating the internal combustion engines that feature the multi-injection strategy. 

 

4.3. Comparison of temperature fields  

 In Figure 9, the temperature field for different crank angle positions of the single-injection 

case is shown. Liquid fuel is injected into the cylinder at the 718 °CA, few degrees before the 

TDC. As the liquid fuel jet leaves the nozzle, it breaks up into small diameter droplets and 

evaporates, which is visible in temperature reduction. After the fuel vapour is produced and mixed 

with the hot oxidising gas media in the cylinder, ignition occurs, and in-cylinder pressure and 

temperature rise rapidly. Notably, at 720 °CA, the ECFM-3Z model predicts a more intensive 

evaporation process, while the FGM spray region less spreader, which can be addressed to the 



higher value of Wave break-up constant C2, but also to the lower ignition delay due to the better 

description of the air-fuel mixing process for the fuel-rich regions. The faster ignition is the primary 

reason for this, compared to the FGM model, which can also be seen in the RoHR curve in Figure 

6. At 728 °CA and 740 °CA, it is visible that the ECFM-3Z model predicts a broader high-

temperature region characterised by the higher peak pressures, which is also visible in Figure 5. 

The maximum temperature is higher for the results obtained with the FGM model, and it is 

recorded at 740 °CA. The temperature regions of both combustion modelling approaches are 

captured in good agreement between both models, where the main combustion exists in the 

cylinder bowl. The lower ignition delay of the ECFM-3Z model visible from the RoHR curve in 

Figure 6 agrees with the more developed combustion regions in the ECFM-3Z results compared 

to the FGM results. Such regions of the higher temperature with the ECFM-3Z model will obtain 

higher concentrations of NO and promoted NO formation process than with FGM results. 

 

 

Figure 9. Temperature field ECFM-3Z and FGM of the single-injection case 

 

Figure 10 shows the temperature field of the multi-injection case at crank angle positions that 

illustrate phases of the combustion process. Few degrees after the pilot injection, at 709 °CA, the 

low-temperature gas phase can be observed for the region where liquid fuel prevails. This 

phenomenon can be attributed to the evaporation process of injected fuel. At 721 °CA, the start of 
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combustion appears as temperature increase due to the ignition of vapour fuel from the pilot 

injection. The pilot injected fuel shows a pronounced evaporation process for FGM results, where 

the high-temperature conditions for the main injection were developed in the piston bowl, while 

for the ECFM-3Z model, they are more toward the nozzle. That can be mainly attributed to the 

direct influence of the near nozzle turbulence on the combustion process in the ECFM-3Z model 

via turbulent Schmidt number. Contrary to the FGM, for which the turbulence was considered 

indirectly via solving of two transport equations for mixture fraction variance and progress variable 

variance. At the same crank angle, a low-temperature spray region is noticeable due to the 

evaporation of the main injected fuel. If the multi-injection case is correlated to the single-injection 

case in Figure 9, the faster evaporation process is noticed. That can be attributed to the increased 

in-cylinder temperatures achieved through pilot-injection combustion that further reduce the 

autoignition timing of the fuel-air mixture from the main injection. Several degrees later, at 730 

°CA, the developed combustion process occurs, which is generated from the combustion of the 

fuel-air mixture from the main injection, and the high-temperature region is formed. The post-

injection occurs at 735 °CA, which is visible as the low-temperature spray region, while the 

expanded high-temperature region is more comprehensive for the results obtained with the ECFM-

3Z combustion model. 

 



 

Figure 10. Temperature field for ECFM-3Z and FGM of the multi-injection case 

 

4.4. Emission results 

 The NO pollutant species are formed under high-temperature conditions within the flame 

region, where the NO formation is generated pronouncedly at higher temperatures and the higher 

flame propagation rates, which generate thermal NO formation. The in-cylinder high-temperature 

regions mainly determined the NO formation in this work. Generally, the lower temperatures have 

been obtained with the FGM model in both single and multi-injection case, which resulted in the 

underprediction of NO concentrations with the FGM model, as can be seen in Table 8. When using 

the FGM combustion model, all NO-related chemistry is computed during lookup table generation, 

from which the interpolation procedure based on progress variable is made. Therefore, the 

accuracy of the FGM model for NO formation is expected to be lower than the ECFM-3Z, which 

calculates the chemical reactions during the 3D fluid flow iterations. The stored values of NO in 



lookup tables are based on 0D PSR calculation which is retrieved during the CFD simulation. 

Table 8 shows a comparison of the calculated NO emissions with the experimental data. In the 

single-injection case, the ECFM-3Z model overpredicts the measured value of NO emission, 

which was expected from the mean pressure results in Figure 5, where the overprediction of NO 

concentrations is correlated to the mean pressure values which also have overprediction compared 

to the experimental results. Contrary, in comparison with the single-injection ECFM-3Z case, the 

FGM results have the same underprediction of NO concentrations as the mean pressure results. In 

the multi-injection case, the computed results with both combustion models are lower than the 

experimental data, which is once again correlated to the mean in-cylinder pressure results in Figure 

7. Furthermore, in both cases, the ECFM-3Z model showed higher values of NO emission than 

the FGM, which can also be attributed to the direct influence of turbulence in CFD simulations on 

the combustion results and NO formation, rather than approximating it from the lookup tables. As 

can be seen, the trend in the experimental NO reduction between single and multi-injection case is 

well reproduced with both modelling approaches in CFD simulations. The calculated emission 

results indicate that both combustion models can perform the fast emission calculations in IC 

engine with reasonable accuracy. 

 

Table 8. NO concentrations at the end of the operating cycle 

 Single Multi 

Experiment (gm-3) 135.6 119.1 

ECFM-3Z (gm-3) 160.8 98.2 

FGM (gm-3) 70.9 67.5 

  

4.5. Calculation time comparison  

 The FGM model allows including skeletal mechanisms as well as detailed reaction 

mechanisms in CFD simulations at a reasonable cost. Hence, the use of 3D CFD combustion 

models based on tabulated chemistry is becoming increasingly popular. In terms of computational 

time, the present study was executed on Intel® Xeon® E5-2650 processor, using four CPU cores 

per case. A comparison of the turnaround times for one single-injection and one multi-injection 

operating point is presented in Table 9. As can be noticed from the table, a reduction in the 

computational times is meaningful - approximately two times. That can be mainly attributed to the 

extensive calculation of the air-fuel mixing in the ECFM-3Z model, which separate each cell in 3 

additional mixing regions for which the model transport equations are required to be solved. 



 

Table 9. Comparison of calculation times for ECFM-3Z and FGM 

 Single Multi 

ECFM-3Z (hh:mm) 1:25 2:16 

FGM (hh:mm) 0:42 1:18 

 

5. Conclusion 

 The investigation and comparison of ECFM-3Z and FGM combustion modelling approaches 

against the experimental results for a compression ignition engine are performed. The single and 

multiple injection strategies were examined to prove the high predictability of proposed modelling 

approaches. It is shown that the FGM modelling approach shows higher ignition delay compared 

to the ECFM-3Z model for single-injection case, which can be prescribed to the better description 

of the air-fuel mixing process, which is relevant for a more accurate description of ignition delay. 

Furthermore, pressure results obtained with the FGM model exhibit under prediction of the 

experimental pressure curve for both cases, while the opposite presented RoHR curves fitting well 

with the experimental data. In both single and multiple injection cases, the results obtained with 

the ECFM-3Z model showed a more uniform temperature region across the combustion chamber, 

while for the FGM narrow region of higher temperature is obtained. Higher mean temperatures 

and then mean pressures were achieved in the ECFM-3Z have a reasonable correlation with NO 

concentrations at the end of the cycle. The experimental NO reduction trend between the observed 

cases is well reproduced with both modelling approaches in CFD simulations. In both cases, the 

ECFM-3Z model showed higher values of NO emission in comparison with the FGM, which can 

also be attributed to the lower accuracy of the FGM model for NO formation than with the ECFM-

3Z model, which calculates the chemical reactions during the fluid flow solver iterations. The 

calculated emission results tend to show a good trend with the measured emission concentration. 

Finally, it should be noted that the runtime for CFD simulations with FGM is approximately two 

times decreased due to the extensive calculation of the air-fuel mixture in the ECFM-3Z model, 

which separates each cell into three additional mixing regions.  

ACKNOWLEDGMENT 

 This research was funded under the auspice of the European Regional Development Fund, 

Operational Programme Competitiveness and Cohesion 2014−2020, KK.01.1.1.04.0070. 



REFERENCES 

[1] Lion S, Vlaskos I, Taccani R. A review of emissions reduction technologies for low 

and medium speed marine Diesel engines and their potential for waste heat recovery. 

Energy Convers Manag 2020;207:112553. doi:10.1016/j.enconman.2020.112553. 

[2] López JJ, García A, Monsalve-Serrano J, Cogo V, Wittek K. Potential of a two-stage 

variable compression ratio downsized spark ignition engine for passenger cars under 

different driving conditions. Energy Convers Manag 2020;203:112251. 

doi:10.1016/j.enconman.2019.112251. 

[3] Hao C, Lu Z, Feng Y, Bai H, Wen M, Wang T. Optimization of fuel/air mixing and 

combustion process in a heavy-duty diesel engine using fuel split device. Appl Therm 

Eng 2021;186:116458. doi:10.1016/j.applthermaleng.2020.116458. 

[4] Cerinski D, Vujanović M, Petranović Z, Baleta J, Samec N, Hriberšek M. Numerical 

analysis of fuel injection configuration on nitrogen oxides formation in a jet engine 

combustion chamber. Energy Convers Manag 2020;220:112862. 

doi:10.1016/j.enconman.2020.112862. 

[5] Geng L, Li S, Xiao Y, Xie Y, Chen H, Chen X. Effects of injection timing and rail 

pressure on combustion characteristics and cyclic variations of a common rail DI 

engine fuelled with F-T diesel synthesized from coal. J Energy Inst 2020;93:2148–62. 

doi:10.1016/j.joei.2020.05.009. 

[6] Huang H, Zhu Z, Chen Y, Chen Y, Lv D, Zhu J, et al. Experimental and numerical 

study of multiple injection effects on combustion and emission characteristics of 

natural gas–diesel dual-fuel engine. Energy Convers Manag 2019;183:84–96. 

doi:10.1016/j.enconman.2018.12.110. 

[7] Xu M, Cheng W, Zhang H, An T, Zhang S. Effect of diesel pre-injection timing on 

combustion and emission characteristics of compression ignited natural gas engine. 

Energy Convers Manag 2016;117:86–94. doi:10.1016/j.enconman.2016.02.054. 

[8] Abdul Gafoor CP, Gupta R. Numerical investigation of piston bowl geometry and swirl 

ratio on emission from diesel engines. Energy Convers Manag 2015;101:541–51. 

doi:10.1016/j.enconman.2015.06.007. 

[9] Shirvani S, Shirvani S, Shamekhi AH, Reitz RD. An Investigation of the Effects of the 

Piston Bowl Geometries of a Heavy-Duty Engine on Performance and Emissions Using 

Direct Dual Fuel Stratification Strategy, and Proposing Two New Piston Profiles. SAE 

Int J Engines 2020;13:03-13-03–0021. doi:10.4271/03-13-03-0021. 



[10] Yang J, Johansson M, Naik C, Puduppakkam K, Golovitchev V, Meeks E. 3D CFD 

Modeling of a Biodiesel-Fueled Diesel Engine Based on a Detailed Chemical 

Mechanism, 2012. doi:10.4271/2012-01-0151. 

[11] Petranović Z, Bešenić T, Vujanović M, Duić N. Modelling pollutant emissions in 

diesel engines, influence of biofuel on pollutant formation. J Environ Manage 2016:1–

9. doi:10.1016/j.jenvman.2017.03.033. 

[12] Stančin H, Mikulčić H, Wang X, Duić N. A review on alternative fuels in future energy 

system. Renew Sustain Energy Rev 2020;128:109927. doi:10.1016/j.rser.2020.109927. 

[13] Petranović Z, Edelbauer W, Vujanović M, Duić N. Modelling of spray and combustion 

processes by using the Eulerian multiphase approach and detailed chemical kinetics. 

Fuel 2017;191:25–35. doi:10.1016/j.fuel.2016.11.051. 

[14] Józsa V, Hidegh G, Kun-Balog A, Ng J-H, Chong CT. Ultra-low emission combustion 

of diesel-coconut biodiesel fuels by a mixture temperature-controlled combustion 

mode. Energy Convers Manag 2020;214:112908. 

doi:10.1016/j.enconman.2020.112908. 

[15] Pranoto H, Wahab A, Arifin Z, Siswanto I. Fuel filter condition monitoring (ffcm) 

devices innovation on truck diesel engine to prevent filter blocking due to use of bio 

diesel: b10-b20-b30. J Phys Conf Ser 2020;1700:012099. doi:10.1088/1742-

6596/1700/1/012099. 

[16] Lazaroiu G, Pană C, Mihaescu L, Cernat A, Negurescu N, Mocanu R, et al. Solutions 

for energy recovery of animal waste from leather industry. Energy Convers Manag 

2017;149:1085–95. doi:10.1016/j.enconman.2017.06.042. 

[17] Westbrook CK, Pitz WJ, Herbinet O, Curran HJ, Silke EJ. A comprehensive detailed 

chemical kinetic reaction mechanism for combustion of n-alkane hydrocarbons from n-

octane to n-hexadecane. Combust Flame 2009;156:181–99. 

doi:10.1016/j.combustflame.2008.07.014. 

[18] Novella R, García A, Pastor JM, Domenech V. The role of detailed chemical kinetics 

on CFD diesel spray ignition and combustion modelling. Math Comput Model 

2011;54:1706–19. doi:10.1016/j.mcm.2010.12.048. 

[19] Gopinath S, Devan PK, Sabarish V, Sabharish Babu BV, Sakthivel S, Vignesh P. 

Effect of spray characteristics influences combustion in DI diesel engine – A review. 

Mater Today Proc 2020;33:52–65. doi:10.1016/j.matpr.2020.03.130. 

[20] Juric F, Vujanovic M, Zivic M, Holik M, Wang X, Duic N. Assessment of radiative 

heat transfer impact on a temperature distribution inside a real industrial swirled 



furnace. Therm Sci 2020:285–285. doi:10.2298/TSCI200407285J. 

[21] Desantes JM, García-Oliver JM, Novella R, Pérez-Sánchez EJ. Application of a 

flamelet-based CFD combustion model to the LES simulation of a diesel-like reacting 

spray. Comput Fluids 2020;200:104419. doi:10.1016/j.compfluid.2019.104419. 

[22] van Oijen JA, Donini A, Bastiaans RJM, ten Thije Boonkkamp JHM, de Goey LPH. 

State-of-the-art in premixed combustion modeling using flamelet generated manifolds. 

Prog Energy Combust Sci 2016;57:30–74. doi:10.1016/j.pecs.2016.07.001. 

[23] Eder L, Ban M, Pirker G, Vujanovic M, Priesching P, Wimmer A. Development and 

Validation of 3D-CFD Injection and Combustion Models for Dual Fuel Combustion in 

Diesel Ignited Large Gas Engines. Energies 2018;11:643. doi:10.3390/en11030643. 

[24] Peters N. Laminar flamelet concepts in turbulent combustion. Symp Combust 

1988;21:1231–50. doi:10.1016/S0082-0784(88)80355-2. 

[25] Beeckmann J, Hesse R, Kruse S, Berens A, Peters N, Pitsch H, et al. Propagation speed 

and stability of spherically expanding hydrogen/air flames: Experimental study and 

asymptotics. Proc Combust Inst 2017;36:1531–8. doi:10.1016/j.proci.2016.06.194. 

[26] Colin O, Benkenida A, Angelberger C. 3D modeling of mixing, ignition and 

combustion phenomena in highly stratified gasoline engines. Oil Gas Sci Technol 

2003;58:47–62. doi:10.2516/ogst:2003004. 

[27] Colin O, Benkenida A. The 3-zones Extended Coherent Flame Model (ECFM3Z) for 

computing premixed/diffusion combustion. Oil Gas Sci Technol 2004;59:593–609. 

doi:10.2516/ogst:2004043. 

[28] Tap FA, Hilbert R, Thévenin D, Veynante D. A generalized flame surface density 

modelling approach for the auto-ignition of a turbulent non-premixed system. Combust 

Theory Model 2004;8:165–93. doi:10.1088/1364-7830/8/1/009. 

[29] Béard P, Colin O, Miche M. Improved modelling of di diesel engines using sub-grid 

descriptions of spray and combustion. SAE Tech Pap 2003. doi:10.4271/2003-01-0008. 

[30] Catapano F, Costa M, Marseglia G, Sementa P, Sorge U, Vaglieco BM. Experimental 

and Numerical Investigation in a Turbocharged GDI Engine Under Knock Condition 

by Means of Conventional and Non-Conventional Methods. SAE Int J Engines 

2015;8:437–46. doi:10.4271/2015-01-0397. 

[31] Bohbot J, Colin O, Velghe A, Michel JB, Wang M, Senecal PK, et al. An Innovative 

Approach Combining Adaptive Mesh Refinement, the ECFM3Z Turbulent 

Combustion Model, and the TKI Tabulated Auto-Ignition Model for Diesel Engine 

CFD Simulations. SAE Tech Pap 2016. doi:10.4271/2016-01-0604. 



[32] Mobasheri R. Analysis the ECFM-3Z Combustion Model for Simulating the 

Combustion Process and Emission Characteristics in a HSDI Diesel Engine. Int J Spray 

Combust Dyn 2015;7:353–71. doi:10.1260/1756-8277.7.4.353. 

[33] Jurić F, Petranović Z, Vujanović M, Duić N. Numerical assessment of radiative heat 

transfer impact on pollutant formation processes in a compression ignition engine. J 

Clean Prod 2020;275, 12308. doi:10.1016/j.jclepro.2020.123087. 

[34] Lam SH, Goussis D a. Understanding complex chemical kinetics with computational 

singular perturbation. Symp Combust 1989;22:931–41. doi:10.1016/S0082-

0784(89)80102-X. 

[35] Maas U, Pope SB. Simplifying chemical kinetics: Intrinsic low-dimensional manifolds 

in composition space. Combust Flame 1992;88:239–64. doi:10.1016/0010-

2180(92)90034-M. 

[36] Oijen JA Van, Goey LPH De. Modelling of Premixed Laminar Flames using Flamelet-

Generated Manifolds. Combust Sci Technol 2000;161:113–37. 

doi:10.1080/00102200008935814. 

[37] Donini A, M. Bastiaans RJ, van Oijen JA, H. de Goey LP. A 5-D Implementation of 

FGM for the Large Eddy Simulation of a Stratified Swirled Flame with Heat Loss in a 

Gas Turbine Combustor. vol. 98. Flow, Turbulence and Combustion; 2017. 

doi:10.1007/s10494-016-9777-7. 

[38] Tvrdojevic M, Vujanovic M, Priesching P, Tap FA, Starikov A, Goryntsev D, et al. 

Implementation of the Semi Empirical Kinetic Soot Model within Chemistry 

Tabulation Framework for Efficient Emissions Predictions in Diesel Engines. Open 

Phys 2020;17:905–15. doi:10.1515/phys-2019-0096. 

[39] Priesching P, Tvrdojevic M, Tap F, Meijer C. Prediction of the Combustion and 

Emission Processes in Diesel Engines Based on a Tabulated Chemistry Approach. SAE 

Tech Pap 2017. doi:10.4271/2017-01-2200. 

[40] Goryntsev D, Tap F, Tvrdojevic M, Priesching P. SI engine combustion and knock 

modelling using detailed fuel surrogate models and tabulated chemistry. SAE Tech Pap 

2019;2019-April:1–14. doi:10.4271/2019-01-0205. 

[41] Bekdemir C, Rijk E, Somers B, De Goey P, Albrecht B. On the application of the 

flamelet generated manifold (FGM) approach to the simulation of an igniting diesel 

spray. SAE Tech Pap 2010. doi:10.4271/2010-01-0358. 

[42] Keum S, Grover RO, Meijer C, Tap F. CFD Modelling of Partial Fuel Stratification 

Combustion Using Detailed Fuel Surrogate Models and Tabulated Chemistry. Vol. 2 



Emiss. Control Syst. Instrumentation, Control. Hybrids; Numer. Simulation; Engine 

Des. Mech. Dev., American Society of Mechanical Engineers; 2017. 

doi:10.1115/ICEF2017-3632. 

[43] D’Adamo A, Breda S, Iaccarino S, Berni F, Fontanesi S, Zardin B, et al. Development 

of a RANS-Based Knock Model to Infer the Knock Probability in a Research Spark-

Ignition Engine. SAE Int J Engines 2017;10. doi:10.4271/2017-01-0551. 

[44] Durbin PA. Near-wall turbulence closure modeling without “damping functions.” 

Theor Comput Fluid Dyn 1991;3:1–13. doi:10.1007/BF00271513. 

[45] AVL AST GmbH. AVL FIRETM Documentation v2019. Graz, Austria: AVL AST 

GmbH; 2019. 

[46] Turner MR, Sazhin SS, Healey JJ, Crua C, Martynov SB. A breakup model for 

transient Diesel fuel sprays. Fuel 2012;97:288–305. doi:10.1016/j.fuel.2012.01.076. 

[47] Abramzon B, Sirignano WA. Droplet vaporization model for spray combustion 

calculations. Int J Heat Mass Transf 1989;32:1605–18. doi:10.1016/0017-

9310(89)90043-4. 

[48] Jurić F, Petranović Z, Vujanović M, Katrašnik T, Vihar R, Wang X, et al. Experimental 

and numerical investigation of injection timing and rail pressure impact on combustion 

characteristics of a diesel engine. Energy Convers Manag 2019;185:730–9. 

doi:10.1016/j.enconman.2019.02.039. 

[49] Tap F, Meijer C, Goryntsev D, Starikov A, Tvrdojevic M, Priesching P. Predictive 

CFD Modeling of Diesel Engine Combustion Using an Efficient Workflow Based on 

Tabulated Chemistry. Vol. 2 Emiss. Control Syst. Instrumentation, Control. Hybrids; 

Numer. Simulation; Engine Des. Mech. Dev., American Society of Mechanical 

Engineers; 2018. doi:10.1115/ICEF2018-9758. 

[50] Tap F, Schapotschnikow P. Efficient combustion modeling based on Tabkin® CFD 

look-up tables: A case study of a lifted diesel spray flame. SAE Tech Pap 2012. 

doi:10.4271/2012-01-0152. 

[51] Rößler M, Koch T, Janzer C, Olzmann M. Mechanisms of the NO2 Formation in 

Diesel Engines. MTZ Worldw 2017;78:70–5. doi:10.1007/s38313-017-0057-2. 

[52] Józsa V. Mixture temperature-controlled combustion: A revolutionary concept for 

ultra-low NOX emission. Fuel 2021;291:120200. doi:10.1016/j.fuel.2021.120200. 

[53] Cao H, Sun S, Liu Y, Wall TF. Computational Fluid Dynamics Modeling of NO x 

Reduction Mechanism in Oxy-Fuel Combustion †. Energy & Fuels 2010;24:131–5. 

doi:10.1021/ef900524b. 



[54] Vujanović M, Duić N, Tatschl R. Validation of reduced mechanisms for nitrogen 

chemistry in numerical simulation of a turbulent non-premixed flame. React Kinet 

Catal Lett 2009;96:125–38. doi:10.1007/s11144-009-5463-2. 

[55] Hoekman SK, Broch A, Robbins C, Ceniceros E, Natarajan M. Review of biodiesel 

composition, properties, and specifications. Renew Sustain Energy Rev 2012;16:143–

69. doi:10.1016/j.rser.2011.07.143. 

[56] Pei Y, Mehl M, Liu W, Lu T, Pitz WJ, Som S. A multicomponent blend as a diesel fuel 

surrogate for compression ignition engine applications. J Eng Gas Turbines Power 

2015;137:1–9. doi:10.1115/1.4030416. 

[57] Mendez S, Thirouard B. Using multiple injection strategies in diesel combustion: 

Potential to improve emissions, noise and fuel economy trade-off in low CR engines. 

SAE Int J Fuels Lubr 2009;1:662–74. doi:10.4271/2008-01-1329. 

 



191 

 

PAPER 5 
 



1 

 

Numerical Modeling of Laminar Flame Speed and Autoignition Delay Using General 

Fuel-Independent Function 

Filip Jurića, Marko Banb, Peter Prieschingc, Carsten Schmalhorstd, Neven Duića, Milan 

Vujanovića, * 

 

a University of Zagreb, Faculty of Mechanical Engineering and Naval Architecture, Ivana 

Lučića 5, 10000 Zagreb, Croatia 

b SDEWES Centre, Ivana Lučića 5, 10000 Zagreb, Croatia 

c AVL List GmbH, Alte Poststraße 152, 8020 Graz, Austria 

d AVL Deutschland GmbH, Frankfurter Ring 213, 80807 Munich, Germany 

* Corresponding author e-mail: milan.vujanovic@fsb.hr  

 

ABSTRACT 

The impact of the transport sector on climate change and carbon dioxide emissions into 

the atmosphere can be decreased by the utilization of biofuels and e-fuels. The chemical kinetics 

for calculating the combustion process of new biofuels and e-fuels is often excessively 

computationally demanding for numerical simulations, leading to the development and 

employment of combustion models, such as flamelet models. Such models require 

precalculated data of laminar flame speed and autoignition timing. The developed procedure in 

this work scrutinizes available reaction mechanisms of several fuels with the validation against 

existing experimental data of autoignition and laminar flame velocities, aiming for the 

generation of lookup databases. The autoignition of fuel/air mixtures for different conditions is 

pre-tabulated from nondimensional calculations of constant pressure reactor. Simultaneously, 

the laminar flame speed is pre-tabulated from premixed freely propagating reactors, for which 

calculation chemical kinetics software are applied. The ignition delay of cold flame and primary 

ignition was calculated using inflection point criteria implemented in the proposed method. The 

developed imputations method is based on the lognormal distribution for laminar flame speed 

in equivalence ratio direction and exponential functions for pressure, temperature, and exhaust 

gas recirculation directions. The laminar flame speed and autoignition databases generation 

procedure was demonstrated on prospective e-fuel three-oxyethylene dimethyl ether (OME-3) 

fuel by validating the available mechanism against the experimental data. Finally, the generated 
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databases are implemented into the computational fluid dynamics software and verified with 

the detailed chemical mechanism of OME-3 fuel. 

KEYWORDS 

Laminar flame speed; autoignition; flamelet model; chemical kinetics; combustion; e-fuels 

 

1. INTRODUCTION 

One way to mitigate the transport sector's impact on climate change and carbon dioxide 

emissions into the atmosphere is the utilization of biofuels and e-fuels in the transport sector 

[1]. Therefore, the implementation of biofuels [2] and e-fuels [3] in conventional internal 

combustion engines is of great importance to accelerate the transition of the transport sector to 

renewable energy sources. One approach to achieving greener transport [4] and the energy 

sector [5] is the application of biofuels. The impact on the generation of emissions such as 

nitrogen oxides is still not fully explored. Therefore, numerous researches are conducted to 

obtain biofuel impact on emissions when they substitute conventional fuel in existing 

combustion systems [6]. Other modern approaches are the implementation of alternative fuels, 

such as ammonia and its blends with natural gas [7], synthesized kerosine from coal [8], and 

gasoline substitutes like ethanol in passenger car engines [9] and marine engines[10], and 

toluene reference fuel [11]. 

There are already numerous biofuels and e-fuels, some similar and some less to 

conventional petrol and diesel fuels, but each with different physical properties, chemistry 

kinetics, and combustion characteristics [12]. In order to predict the fuel combustion under 

different fuel/air mixtures, loads, and temperatures, Computational Fluid Dynamics (CFD) with 

the chemical kinetics or combustion models are commonly employed [13]. The chemical 

kinetics is often too computationally demanding for numerical simulations, leading to the 

frequent use of combustion models, such as coherent flame models [14]. In coherent flame 

models, ignition delay and laminar flame velocities for different operating conditions must be 

precalculated in the form of a database or correlation formula [15]. The standard correlations 

for new biofuels and e-fuels are not accurate enough to validate their combustion process, 

primarily the low-temperature auto-ignition phenomenon [16]. In [17], the correlation functions 

between autoignition timing and flame speed propagation were developed based on the 

temperature gradients measured from the rapid compression. 
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Correlation functions for the autoignition of biodiesel fuels that feature ignition of fuel-

air mixtures at high temperatures and their validation with the chemistry kinetic mechanisms 

were presented by the authors in [18], where the excellent agreement between the previously 

published mechanism was achieved. The dependency of autoignition timing and pollutant 

emissions results was demonstrated in [19], where the convenient diesel fuels with some 

percentage of biodiesel were observed at high-temperature conditions. The investigation results 

are that the rise in the ambient temperature lowers the ignition delay for all diesel fuel, which 

was expected. Recent publications have also investigated the investigation of biodiesel fuels 

produced by different sources [20]. For example, the autoignition delay of microalgae biodiesel 

blends was investigated numerically to determine combustion efficiency and pollutant 

emissions [21]. Additionally, an experimental autoignition investigation of biodiesel produced 

from the plant oil and its impact on the combustion process inside a compression ignition engine 

was observed [22]. The results showed that the biodiesel blend at 20% of the content exhibited 

better combustion performance and emission characteristics than other blend proportions. 

In [23], the authors performed an experimental optical study of biodiesel ignition delay,  

where the correlation between autoignition timing and combustion process was demonstrated. 

A similar approach for determining the influence of pollutant concentrations of nitrogen oxides 

and carbon monoxide on autoignition timing under different exhaust gas recirculation (EGR) 

mass fractions was examined by the authors [24], where the diesel fuel with a small share of 

biodiesel was used. For the internal combustion engine operating conditions, a numerical 

method named spherically expanded flames was used to determine the autoignition and laminar 

flame speed propagation for a different share of e-fuel (dimethyl-ether), air, and helium [25]. 

The simulation results adequately captured the physics of unsteady flame propagation, 

autoignition, and the controlling reactions, but not at the early ignition stages. 

Lately, the penetration of machine learning techniques has accelerated enormously in all 

science areas, so in this area too. Rahnama et al. [26] proposed the machine learning neural 

network for fuel consumption reduction in internal combustion engines, where the start of 

injection and its influence on autoignition timing was observed. Deep neural networks for 

internal combustion engines were also employed to determine emissions from the biodiesel 

combustion process [27]. In [28], the authors published the results of dual-fuel autoignition, 

which were predicted by the machine learning technique. The sensitivity analysis showed that 

the fuel ratio between the primary and secondary fuels has the most significant effect on dual-

fuel ignition. Furthermore, an exciting approach, similar to the developed procedure in this 

work, was published by the authors of [29], where the calculation of the autoignition and 
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laminar flame speed was modeled by ignition to propagation reduced scheme, which was 

upgraded to additionally calculate the autoignition timing. Another approach that aims to obtain 

laminar flame speed with general formula is presented in [30]. The authors introduced a term 

that depends on polynomial, exponential factors, with additional constant defined from the 

precomputed database. Additionally, the same procedure was applied for obtaining 

ethanol/gasoline blends databases, where high accuracy in correlation is achieved [31]. Other 

researchers tend to determine laminar flame speed correlations for a single fuel. In [32], the 

authors proposed correlation functions for surrogate gasoline fuels as an exponential function 

in temperature and pressure direction. An exceptional scientific contribution was conducted to 

developing correlation functions of hydrogen fuel for spark ignition operating conditions [33]. 

Furthermore, additional research has been undertaken to develop correlation functions capable 

of describing hydrogen mixture with gasoline [34] and methanol [35] for combustion inside 

spark-ignition engines. 

In this work, the effects of complex chemistry kinetics are reproduced by developing 

efficient database creation consisting of the relevant ignition data used by existing combustion 

models. In the pre-processing stage, available reaction mechanisms of several fuels were 

investigated and validated against existing experimental data of autoignition and laminar flame 

velocities. The autoignition of fuel/air mixtures for different conditions is pre-tabulated from 

nondimensional constant pressure reactor calculation. At the same time, the laminar flame 

speed is pre-tabulated from premixed freely propagating reactors, for which the LOGEsoft™ 

and Cantera open-source software were used. The ignition delay of cold flame and main ignition 

was calculated using the inflection point criteria presented in [35] and implemented in the 

proposed method. The data imputation and extrapolation method was developed as a general 

fuel-independent function. The nonlinear least squares algorithm was employed to fill the 

unsuccessfully calculated points of databases in the post-processing.  

In this work, the novel general, fuel-independent procedure is developed and implemented into 

CFD software based on the lognormal distribution for laminar flame speed in equivalence ratio 

direction and exponential functions for pressure, temperature, and exhaust gas recirculation 

directions. Three parameters are used to determine the dependence of the laminar flame speed 

or autoignition results on pressure and equivalence ratio directions. Additionally, the method is 

also applicable to dual-fuel combustion. The ignition delay and laminar flame speed values of 

fuel blends are described with the additional parameter of the fuel composition. Finally, the 

database implementation is verified with the detailed chemical mechanism of complex internal 
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combustion operating case in computational fluid dynamics and validated with experimental 

data. 

  

2. MATHEMATICAL MODEL 

 In this section, the mathematical model for calculating the correlation function and models 

used in the validation and verification are presented. For chemistry calculation, commercial 

LOGEsoft™ and Cantera open-source software were used, while for CFD simulation AVL 

FIRE™ was used. 

 

2.1. Laminar flame speed 

 For the definition of the correlation function of the laminar flame speed points, firstly, the 

calculation on chemistry solvers was performed. The chemistry solver calculations were defined 

with the four-dimensional grid: temperature, pressure, equivalence ratio, and EGR. The 

calculations were performed on premixed freely propagating reactors, where each combination of 

four previously mentioned parameters was calculated as a separated reactor. The raw calculated 

data were sorted in the five-dimensional matrix, on which the correlation function is performed. 

Figure 1 shows the procedure of the developed method for the generation of a laminar flame speed 

database for the coherent flame models.  

 

Figure 1 Flowchart of the developed procedure for generation of laminar flame speed and 

autoignition databases 
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The correlation function was tuned for calculated data, which was defined as the lognormal 

distribution for equivalence ratio (𝜑) and as the exponential function for the pressure (𝑝) direction. 

The tuning equation has the following form: 

 

where 𝜇 and 𝜎 are two tuning parameters that are calculated for each combination of the 

temperature and EGR. For the calculation of 𝜇 and 𝜎 parameters that have the lowest disagreement 

with the raw computed data, the nonlinear least-squares method was employed with the 

Levenberg-Marquardt algorithm. 𝑝𝑟𝑒𝑓 is reference pressure of 0.1 MPa, while 𝑆𝐿,𝑟𝑒𝑓 is referent 

laminar flame speed at selected calculated point, which was in this case at equivalence ratio 1, and 

pressure 0.1 MPa. The algorithm was based on SciPy open-source package and its function 

scipy.optimize.least_squares that accounts for the optimized parameters of general function for 

each temperature point. In order to obtain the optimized parameters, the objective function is 

defined as: 

 

where 𝑆𝐿𝑖 is the calculated laminar flame speed from the chemistry solver, and m is the number of 

points used for obtaining the formula of laminar flame speed. The objective function is 

approximated by the linearization in each iteration step. The 𝜑 is changed with the estimation 𝜑 +

𝛿, and to determine 𝛿 the following term has to be calculated: 

 

 

2.2. Autoignition timing 

 For the definition of the correlation function of the autoignition points, firstly, the calculation 

on chemistry solvers was performed. The chemistry solver calculations were also defined with the 

four-dimensional grid, where the parameters were temperature, pressure, equivalence ratio, and 

EGR, the same as in the laminar flame speed calculations. The calculations were performed on 

 
𝑆𝐿(𝑝, 𝜑) = 𝑆𝐿,𝑟𝑒𝑓 [

1

𝜑𝜎√2𝜋
exp(−

(ln𝜑 − 𝜇)2

2𝜎2
)] (

𝑝

𝑝𝑟𝑒𝑓
)

𝛽

 (1) 

 
𝑓𝑆𝐿 = min∑[𝑆𝐿𝑖 − 𝑆𝐿(𝑝𝑖, 𝜑𝑖)]

2
𝑚

𝑖=1

 (2) 

 
𝑓𝑆𝐿 ≈ 𝑆𝐿(𝑝𝑖, 𝜑𝑖 + 𝛿) +

𝜕𝑆𝐿(𝑝𝑖, 𝜑𝑖)

𝜕𝜑
𝛿 (3) 
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nondimensional, perfectly stirred reactors, where each combination of four previously mentioned 

parameters was calculated as a separated reactor. The raw calculated data were sorted in the eight-

dimensional matrix, where the four additional output parameters were autoignition timing, cold 

flame autoignition timing, released heat, and heat released by cold flame. The procedure of the 

developed method for generating the autoignition (𝜏) database is similar to the laminar flame speed 

database for the coherent flame models.  

 

where α and β are two tuning parameters calculated for each combination of the temperature and 

EGR. For the calculation of α and β parameters that have the lowest disagreement with the raw 

calculated data, the nonlinear least-squares method was employed with the Levenberg-Marquardt 

algorithm. The objective function is defined as 

 

Where the objective function is approximated by the linearization in each iteration step. The 𝜑 is 

changed with the estimation 𝜑 + 𝛿, and to determine 𝛿 the following term has to be calculated: 

 

As in the case of the laminar flame speed algorithm was set to bisquare robust regression. 

 

2.3. Coherent flame model – ECFM-3Z 

An alternative to modeling combustion via chemical kinetics is using a coherent flame 

model suitable for simulating combustion inside diesel engines. One of such models is the 

extended coherent flame model in 3 zones (ECFM-3Z). It has a decoupled treatment of chemistry 

and turbulence [36]. 

In the model, the following equation is solved for the flame surface density Σ: 

 

 
𝜏(𝑝, 𝜑) = 𝜏𝑟𝑒𝑓 (

𝑝

𝑝ref
)
𝛼

(𝜑)𝛽 (4) 

 
𝑓𝜏 = min∑[𝜏𝑖 − 𝜏(𝑝𝑖, 𝜑𝑖)]

2

𝑚

𝑖=1

 (5) 

 
𝑓𝜏 ≈ 𝜏(𝑝𝑖, 𝜑𝑖 + 𝛿) +

𝜕𝜏(𝑝𝑖, 𝜑𝑖)

𝜕𝜑
𝛿 (6) 
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where t is time, 𝑥𝑗 are Cartesian coordinates, 𝑢̅𝑗  is averaged velocity in Cartesian coordinates, 𝜈𝑡 

is the turbulent kinematic viscosity, Sc is unidimensional Schmidt number, and 𝑆Σ is the source 

term in which laminar flame speed contribution is added through three phenomena, flame 

propagation, flame destruction and flame straining. In the model, transport equations for the 

following species are solved: O2, N2, NO, CO2, CO, H2, H2O, O, H, N, OH: 

 

Where 𝜛̇𝑋 is the average combustion source term and 𝑌̃𝑋 is the average mass fraction of species 

X, while 𝜌̅ is averaged density. The fuel is divided into two parts: the unburned (𝑌̃𝐹𝑢
𝑢 ) and burned 

(𝑌̃𝐹𝑢
𝑏 ) fuel. For both of them, additional transport equations are solved: 

 

where 𝑆̃̇𝐹𝑢
𝑢  is a source term representing fuel evaporation. 𝜛̅̇𝐹𝑢

𝑢  and 𝜛̅̇𝐹𝑢
𝑏  represent oxidation of 

(un)burned fuel, while 𝜛̅̇𝐹𝑢
𝑢→𝑏 represents fuel mass transfers between various zones. 𝜇 and 𝜇𝑡 are 

laminar and turbulent dynamic viscosity. 

The combustion area can be divided into three zones: a pure fuel zone, a pure air plus possible 

EGR zone, and mixed air and fuel zone. The model describes autoignition and premixed and 

diffusion flames. A schematic showing these zones is shown in Figure 2 [37]. 

 

 𝜕Σ

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
(𝑢̅𝑗Σ) −

𝜕

𝜕𝑥𝑗
(
𝜈𝑡
𝑆𝑐𝑡

𝜕Σ

𝜕𝑥𝑗
) = 𝑆Σ (7) 

 𝜕𝜌̅𝑌̃𝑋
𝜕𝑡

+
𝜕𝜌̅𝑢̃𝑖𝑌̃𝑋
𝜕𝑥𝑖

=
𝜕

𝜕𝑥𝑖
((

𝜇

𝑆𝑐
+

𝜇𝑡
𝑆𝑐𝑡

)
𝜕𝑌̃𝑋
𝜕𝑥𝑖

) + 𝜛̇𝑋 (8) 

 𝜕𝜌̅𝑌̃𝐹𝑢
𝑢

𝜕𝑡
+
𝜕𝜌̅𝑢̃𝑖𝑌̃𝐹𝑢

𝑢

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((

𝜇

𝑆𝑐
+

𝜇𝑡
𝑆𝑐𝑡

)
𝜕𝑌̃𝐹𝑢

𝑢

𝜕𝑥𝑖
) + 𝜌̅𝑆̃̇𝐹𝑢

𝑢 + 𝜛̅̇𝐹𝑢
𝑢 − 𝜛̅̇𝐹𝑢

𝑢→𝑏 (9) 

 𝜕𝜌̅𝑌̃𝐹𝑢
𝑏

𝜕𝑡
+
𝜕𝜌̅𝑢̃𝑖𝑌̃𝐹𝑢

𝑏

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((

𝜇

𝑆𝑐
+

𝜇𝑡
𝑆𝑐𝑡

)
𝜕𝑌̃𝐹𝑢

𝑏

𝜕𝑥𝑖
) + 𝜌̅𝑆̃̇𝐹𝑢

𝑏 + 𝜛̅̇𝐹𝑢
𝑏 + 𝜛̅̇𝐹𝑢

𝑢→𝑏 (10) 
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Figure 2 Schematic of the ECFM-3Z model cell [37] 

 

3. VALIDATION 

 For the validation of the calculated data from chemistry solvers, four mechanisms of e-fuel 

OME-3 were compared with the experimental data: Cai et al. [16], Ren et al. [38], Sun et al. [39], 

and Lin et al. [40]. Figure 3 shows the calculated laminar flame results at a pressure of 0.1013 MPa 

and temperature of 408 K, and with four previously mentioned chemical mechanisms, where good 

agreement was achieved with all data. 
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Figure 3 Comparison of calculated laminar flame speed with four chemical mechanisms and 

experimental data at 0.1013 MPa and 408 K 

 

For the exact mechanism, the validation of results was performed on the autoignition results, where 

the best agreement with experimental data was achieved with the Lin et al. mechanism. The 

autoignition results were performed in Figure 4, where the results are shown at the pressure of 2 

MPa for equivalence ratio values of 0.5, 1.0, and 2.0. The experimental autoignition results are 

taken from [16]. According to the performed validation, the Cai et al. chemical mechanism was 

selected to further investigate the correlation function since it features the highest number of 

chemical reactions and chemical species. 

 

 

Figure 4 Comparison of calculated autoignition data with four chemical mechanisms and 

experimental data at 2 MPa for equivalence ratios: 0.5, 1.0 and 2.0 
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4. NUMERICAL SETUP 

This chapter presents the numerical setup of the verification case for generated laminar 

flame speed and autoignition tables of OME-3 fuel. The verification case was performed on 

Volvo I5D engine, for which the detailed description of mesh dependency is available in [13]. 

The engine and injector data are shown in Table 1. 

 

Table 1 Engine and injector specifications 

Engine data  

Bore 81 mm 

Stroke 93.15 mm 

Connecting rod length 147 mm 

Compression ratio 16.5 : 1 

Displacement 2.4 dm3 

Number of cylinders 5 
 

Injector data  

Number of nozzle holes 7 

Spray cone angle 145° 

Flow rate (at 100 bar Δp) 440 cm3 / 30 s 

The shape of the nozzle dome Micro Sac 

 

The calculation of a moving computational mesh shown in Figure 5 was generated with the 

defined boundary selections. Due to the cyclic symmetry, the computation mesh is the cylinder 

part that features a single nozzle hole. Mesh details, like volume and number of cells, are given 

in Table 2. In Table 3, the boundary conditions of the engine operating cases are shown. 
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Figure 5 Boundary selections of the computational mesh 

 

Table 2 Mesh details 

 Top Dead Centre Bottom Dead Centre 

Volume, cm3 4.67 75.88 

Number of cells 54 663 112 854 

 

 

Table 3 Boundary conditions for the verification operating case 

Face selection Boundary Condition 

Piston Type: Wall 

Temperature: 473 K 

Liner Type: Wall 

Temperature: 423 K 

Axis Type: Symmetry 

Segment Type: Inlet/Outlet 

Compensation volume Type: Wall, Mesh movement 

Head Type: Wall 

Temperature: 443 K 

 

In Table 4, injection parameters for two observed operating cases are shown. Two cases that 

feature single and multi-injection strategies are selected in order to prove the capability of valid 

autoignition and combustion process modeling for both modeling strategies. 

 

Table 4 Injection parameters for the verification operating cases 
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 Multi injection Single injection 

Injected mass 0.4, 0.4, 5.8, 0.8 mg 4.12 mg 

Injection timing 683.9 - 740.7 °CA 718.2 - 731.3 °CA 

 

For the time discretization, an automatic time step was used, where the maximum value of the 

local CFL number was set to 1. For the calculation of the spray process, the Euler Lagrangian 

model was used [41], with the Wave breakup model [42] and Abramzon evaporation model [43]. 

The CFD verification simulations are performed using the AVL AST software package, which has 

implemented the ECFM-3Z model and detail chemistry solvers. In Table 5, the grid definition of 

generated lookup databases for CFD implementation is given. 

 

 

 

 

 Table 5 Grid definition for laminar flame speed and autoignition timing databases 

Laminar flame speed Grid points 

Temperature, K 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1250 

Pressure, MPa 0.1, 0.2, 0.5, 1, 2, 5, 10, 15, 20, 25, 30 

Equivalence ratio, - 0.2, 0.4, 0.6, 0.8, 0.9, 1, 1.1, 1.2, 1.4, 1.6, 1.8, 2, 3, 4, 5 

EGR, - 0, 0.2, 0.4, 0.6 

Autoignition Grid points 

Temperature, K 600, 620, …, 740, 760, 800, 840, …, 1400, 1440, 1500 

Pressure, MPa 0.1, 0.2, 0.5, 1, 2, 5, 10, 15, 20, 25, 30 

Equivalence ratio, - 0.2, 0.4, 0.6, 0.8, 0.9, 1, 1.1, 1.2, 1.4, 1.6, 1.8, 2, 3, 4, 5 

EGR, - 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 

 

5. RESULTS AND DISCUSSION 

 In this section, the results of the developed correlation functions and calculated data were 

compared on three-dimensional and two-dimensional diagrams. Figure 6 shows the calculated and 

tuned laminar flame speed results with the correlation function in Equation (1) at 1100 K with Cai 

et al. chemical mechanism. The a) diagram of Figure 6 shows the surface of raw data calculated 

from the chemistry solver, which is tuned with the correlation function, and where the results at 

the b) diagram of Figure 6 are obtained.  
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Figure 6 Calculated chemistry solver results (a) and laminar flame speed results with the 

correlation functions (b) at 1100K  

 

Figure 8 shows the calculated results from the chemistry solver used as input to obtain the shape 

of laminar flame speed data and the shape obtained by the correlation function procedure on four 

parameters: temperature, equivalence ratio, pressure, and EGR mass fraction. The calculated 

laminar flame speed data is shown as the black dots, while the surface shows the results with the 

correlation function in Equation (1). From Figure 8Error! Reference source not found., a good 

trend is achieved between calculated results and the results obtained from the general function 

approach. For the highest temperature, 1250 K, only 6 points are obtained from chemistry solver 

reactions, compared to the lower temperatures where the chemistry solver is more stable. The 

general function approach shows a robust extrapolation solution for such cases since it only needs 

3 points to determine the whole laminar flame speed shape in pressure and equivalence ratio 

directions. In Figure 8, the same results for different pressure values. It can be seen that the 

agreement between the general function approach and calculated data using the conventional 

Gülder approach for extrapolation [44] is better for the lean mixtures and around the stoichiometric 

equivalence ratio. At the same time, a more significant discrepancy was achieved for the fuel-rich 

region. 

 Figure 9 shows the same results as in Figure 7 for temperature of 800 K, at different pressure 

values. Additionally, the number of successfully calculated data from the chemistry solver (red 

circles) is reduced with pressure and equivalence ration increase. Nevertheless, as shown, the 

general function method shows good robustness with fewer obtained points. Additionally, the 

method was also validated against calculated laminar flame speeds at different EGR values in 

Figure 10. With increased EGR, a more significant discrepancy with chemistry solver data is 
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obtained, which has unexpectedly high values in fuel rich regions. Such high values can also be 

attributed to the drawback of a chemical mechanism not intended to calculate the laminar flame 

speed for such conditions or to chemistry solver converging deficiency. 
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Figure 7 Lminar flame speed results with the correlation functions at 300, 800 and 1250 K 

and without EGR 

 1 

 2 

 3 
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Figure 8 Calculated results with Gülder approach and laminar flame speed results with the 

correlation function at 1250 K 

 

 

Figure 9 Chemistry solver results and laminar flame speed results with the correlation 

function at 800 K 
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Figure 10 Chemistry solver results and laminar flame speed results with the correlation 

function at different EGR values 

 

Figure 11 shows the coefficient of determination (R2) values between the chemistry solver 

results and general function at different temperatures and EGR values. It can be seen that the best 

agreement between chemistry solver results and general function is obtained around 500 K. the 

correlation decreases markedly with the increase of EGR and at high temperatures. 

 

Figure 11 Coefficient of determination values between chemistry solver results and general 

function for different temperature and EGR values 

 

Error! Reference source not found. Figure 12 shows the calculated and tuned laminar flame 

speed results with the correlation function in Equation (4) with Cai et al. chemical mechanism. For 

most autoignition delay time representation, a logarithmic scale is used in order to emphasize that 
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the order of magnitude is sufficient for valid autoignition modeling. In Figure 12, the linear scale 

emphasizes a good agreement with the chemistry solver results at temperatures 1000 K and 1200 

K.  

 

 

Figure 12 Calculated (black dots) and autoignition timing results with the correlation functions 

without EGR at 1000 and 1200 K  

 

Figure 13 shows the same results as Figure 12 for 2D cuts at different pressure values. It can be 

seen that the agreement between the calculated data and obtained results is better for the points 

around the stoichiometric equivalence ratio and around the fuel-rich region. In contrast, additional 

efforts are required for the lean air-fuel mixtures and the fuel-rich region at higher pressures. 
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Figure 13 Chemistry solver results and autoignition results with the correlation function 

 

 In section 4., the operating conditions and numerical setup for the calculation are presented, 

for which the results are shown. The performed engine operating point features a multi-injection 

strategy of four separate injections, where the OME-3 fuel was injected at 20 °C. Figure 14 

compares the most detailed chemistry mechanism of OME-3 fuel, Cai et al., and ECFM-3Z 

combustion model with implemented autoignition and laminar flame speed databases for two 

operating injection strategies shown in Table 4. A good trend was achieved for the temperature 

results, while the ignition timing was slightly delayed for the simulation of ECFM-3Z. That can 

also be attributed to the autoignition parameter for ECFM-3Z calculation, which was not calibrated 

but used as a default value of 1. The same ignition delay is observed for the rate of heat release 

results, while the peak of released heat is achieved with the same value. As seen from RoHR 

diagram, ECFM-3Z combustion is not so pronounced as with Cai et al. For the late-stage 

combustion, the biggest discrepancy is achieved, which can be mainly attributed to the simplified 

chemistry in the combustion model does not account for such detailed carbon-based reactions. A 

better agreement is reached for the single injection case than in a multi injection strategy with four 

different injections, which calculates autoignition delay based on the whole chemistry reactions 

rather than on interpolated conditions based on four parameters from the generated database. The 

ECFM-3Z in combination with the developed method for database generation of autoignition and 

laminar flame speed has correctly described the ignition of each injection and its ignition and 

combustion process with significantly simpler chemistry and decreased computational demand. 

The computational discrepancy between the ECFM-3Z model and Cai et al. mechanism can be 

attributed mainly to the simplified chemistry description in the ECFM-3Z model, which accounts 
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for transport equations for a dozen chemical species. In contrast, Cai accounts for transport 

equations for 322 chemical species. Finally, the computational time was decreased approximately 

20 times with the ECFM-3Z model. 

 

Figure 14 Comparison of temperature and rate of heat release results between detailed 

chemistry mechanism by Cai et al. and ECFM-3Z combustion model 

 

6. CONCLUSIONS 

The procedure of general functions for the generation of databases required for combustion 

modeling in the coherent flame models is developed in this work. The procedure is general and 

applicable to every fuel, and this work was mainly focused on the generation of laminar flame 

speed and autoignition databases for OME-3 fuel. Additionally, the developed procedure showed 

a good potential for reducing the number of required grid points since a reasonable agreement can 

be achieved with a few calculated points around stoichiometric values of equivalence ratio. The 

procedure validation was performed on generated laminar flame speed and autoignition database 

for OME-3 fuel, where a good agreement was achieved compared to the available experimental 

results. For the engine operating cycles, verification was made compared to the most detailed 
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chemistry mechanism available in the literature, Cai et al. The verification results showed a great 

agreement in the trend and autoignition timing between mean in-cylinder temperature and rate of 

heat release curves for both single and multi injection strategy. In combination with coherent flame 

models, the developed method represents a robust and computationally low demanding procedure 

for accurate ignition and combustion process calculations of new biofuels and e-fuels. Although 

not presented in this work, the procedure was also developed for fuel blends, dual fuel, and 

multiple fuel combustion, where the additional fuel composition parameter was added as the fifth 

grid parameter. Therefore, the future work investigates the obtained databases for dual fuel and 

the impact of generated databases on the whole operating cycle in CFD software.  

 

ACKNOWLEDGMENT 

This work was funded under the auspice of the European Regional Development Fund, 

Operational Programme Competitiveness and Cohesion 2014−2020, KK.01.1.1.04.0070. 

The Authors would wish to thank LOGEsoft™ for providing the software license through 

Academic Partner Program and for their support.  

 

REFERENCES 

[1] Stančin H, Mikulčić H, Wang X, Duić N. A review on alternative fuels in future energy 

system. Renew Sustain Energy Rev 2020;128:109927. doi:10.1016/j.rser.2020.109927. 

[2] E J, Pham M, Zhao D, Deng Y, Le DH, Zuo W, et al. Effect of different technologies on 

combustion and emissions of the diesel engine fueled with biodiesel: A review. Renew 

Sustain Energy Rev 2017;80:620–47. doi:10.1016/j.rser.2017.05.250. 

[3] Hänggi S, Elbert P, Bütler T, Cabalzar U, Teske S, Bach C, et al. A review of synthetic 

fuels for passenger vehicles. Energy Reports 2019;5:555–69. 

doi:10.1016/j.egyr.2019.04.007. 

[4] Hossain A, Smith D, Davies P. Effects of Engine Cooling Water Temperature on 

Performance and Emission Characteristics of a Compression Ignition Engine Operated 

with Biofuel Blend. J Sustain Dev Energy, Water Environ Syst 2017;5:46–57. 

doi:10.13044/j.sdewes.d5.0132. 

[5] Bešenić T, Mikulčić H, Vujanović M, Duić N. Numerical modelling of emissions of 

nitrogen oxides in solid fuel combustion. J Environ Manage 2018;215:177–84. 

doi:10.1016/j.jenvman.2018.03.014. 



23 

 

[6] Zhang Y, Zhong Y, Wang J, Tan D, Zhang Z, Yang D. Effects of Different Biodiesel-

Diesel Blend Fuel on Combustion and Emission Characteristics of a Diesel Engine. 

Processes 2021;9:1984. doi:10.3390/pr9111984. 

[7] Mikulčić H, Baleta J, Wang X, Wang J, Qi F, Wang F. Numerical simulation of 

ammonia/methane/air combustion using reduced chemical kinetics models. Int J 

Hydrogen Energy 2021;46:23548–63. doi:10.1016/j.ijhydene.2021.01.109. 

[8] Geng L, Li S, Xiao Y, Xie Y, Chen H, Chen X. Effects of injection timing and rail 

pressure on combustion characteristics and cyclic variations of a common rail DI engine 

fuelled with F-T diesel synthesized from coal. J Energy Inst 2020;93:2148–62. 

doi:10.1016/j.joei.2020.05.009. 

[9] Dirrenberger P, Glaude PA, Bounaceur R, Le Gall H, da Cruz AP, Konnov AA, et al. 

Laminar burning velocity of gasolines with addition of ethanol. Fuel 2014;115:162–9. 

doi:10.1016/j.fuel.2013.07.015. 

[10] Davis GW. Addressing Concerns Related to the Use of Ethanol-Blended Fuels in Marine 

Vehicles. J Sustain Dev Energy, Water Environ Syst 2017;5:546–59. 

doi:10.13044/j.sdewes.d5.0175. 

[11] Di Lorenzo M, Brequigny P, Foucher F, Mounaïm-Rousselle C. Validation of TRF-E as 

gasoline surrogate through an experimental laminar burning speed investigation. Fuel 

2019;253:1578–88. doi:10.1016/j.fuel.2019.05.081. 

[12] Hidegh G, Csemány D, Vámos J, Kavas L, Józsa V. Mixture Temperature-Controlled 

combustion of different biodiesels and conventional fuels. Energy 2021;234:121219. 

doi:10.1016/j.energy.2021.121219. 

[13] Jurić F, Stipić M, Samec N, Hriberšek M, Honus S, Vujanović M. Numerical 

investigation of multiphase reactive processes using flamelet generated manifold 

approach and extended coherent flame combustion model. Energy Convers Manag 

2021;240:114261. doi:10.1016/j.enconman.2021.114261. 

[14] Colin O, Benkenida A. The 3-zones Extended Coherent Flame Model (ECFM3Z) for 

computing premixed/diffusion combustion. Oil Gas Sci Technol 2004;59:593–609. 

doi:10.2516/ogst:2004043. 

[15] Mobasheri R. Analysis the ECFM-3Z Combustion Model for Simulating the Combustion 

Process and Emission Characteristics in a HSDI Diesel Engine. Int J Spray Combust Dyn 

2015;7:353–71. doi:10.1260/1756-8277.7.4.353. 

[16] Cai L, Jacobs S, Langer R, vom Lehn F, Heufer KA, Pitsch H. Auto-ignition of 

oxymethylene ethers (OMEn, n = 2–4) as promising synthetic e-fuels from renewable 



24 

 

electricity: shock tube experiments and automatic mechanism generation. Fuel 

2020;264:116711. doi:10.1016/j.fuel.2019.116711. 

[17] Bradley D, Kalghatgi GT. Influence of autoignition delay time characteristics of different 

fuels on pressure waves and knock in reciprocating engines. Combust Flame 

2009;156:2307–18. doi:10.1016/j.combustflame.2009.08.003. 

[18] Wang W, Gowdagiri S, Oehlschlaeger MA. The high-temperature autoignition of 

biodiesels and biodiesel components. Combust Flame 2014;161:3014–21. 

doi:10.1016/j.combustflame.2014.06.009. 

[19] Shahridzuan Abdullah I, Khalid A, Jaat N, Saputra Nursal R, Koten H, Karagoz Y. A 

study of ignition delay, combustion process and emissions in a high ambient temperature 

of diesel combustion. Fuel 2021;297:120706. doi:10.1016/j.fuel.2021.120706. 

[20] Rajak U, Nashine P, Chaurasiya PK, Verma TN, Patel DK, Dwivedi G. Experimental & 

predicative analysis of engine characteristics of various biodiesels. Fuel 

2021;285:119097. doi:10.1016/j.fuel.2020.119097. 

[21] Rajak U, Nashine P, Dasore A, Balijepalli R, Kumar Chaurasiya P, Nath Verma T. 

Numerical analysis of performance and emission behavior of CI engine fueled with 

microalgae biodiesel blend. Mater Today Proc 2021. doi:10.1016/j.matpr.2021.02.104. 

[22] Mullan Karishma S, Dasore A, Rajak U, Nath Verma T, Prahlada Rao K, Omprakash B. 

Experimental examination of CI engine fueled with various blends of diesel-apricot oil 

at different engine operating conditions. Mater Today Proc 2021. 

doi:10.1016/j.matpr.2021.02.105. 

[23] Xuan T, Sun Z, EL-Seesy AI, Mi Y, Zhong W, He Z, et al. An optical study on spray 

and combustion characteristics of ternary hydrogenated catalytic biodiesel/methanol/n-

octanol blends; part Ⅰ: Spray morphology, ignition delay, and flame lift-off length. Fuel 

2021;289:119762. doi:10.1016/j.fuel.2020.119762. 

[24] Kobashi Y, Todokoro M, Shibata G, Ogawa H, Mori T, Imai D. EGR gas composition 

effects on ignition delays in diesel combustion. Fuel 2020;281:118730. 

doi:10.1016/j.fuel.2020.118730. 

[25] Lawson R, Gururajan V, Movaghar A, Egolfopoulos FN. Autoignition of reacting 

mixtures at engine-relevant conditions using confined spherically expanding flames. 

Proc Combust Inst 2021;38:2285–93. doi:10.1016/j.proci.2020.06.224. 

[26] Rahnama P, Arab M, Reitz RD. A Time-Saving Methodology for Optimizing a 

Compression Ignition Engine to Reduce Fuel Consumption through Machine Learning. 

SAE Int J Engines 2020;13:03-13-02–0019. doi:10.4271/03-13-02-0019. 



25 

 

[27] Vignesh R, Ashok B. Deep neural network model-based global calibration scheme for 

split injection control map to enhance the characteristics of biofuel powered engine. 

Energy Convers Manag 2021;249:114875. doi:10.1016/j.enconman.2021.114875. 

[28] Han W, Sun Z, Scholtissek A, Hasse C. Machine Learning of ignition delay times under 

dual-fuel engine conditions. Fuel 2021;288:119650. doi:10.1016/j.fuel.2020.119650. 

[29] Misdariis A, Vermorel O, Poinsot T. A methodology based on reduced schemes to 

compute autoignition and propagation in internal combustion engines. Proc Combust Inst 

2015;35:3001–8. doi:10.1016/j.proci.2014.06.053. 

[30] Del Pecchia M, Breda S, D’Adamo A, Fontanesi S, Irimescu A, Merola S. Development 

of Chemistry-Based Laminar Flame Speed Correlation for Part-Load SI Conditions and 

Validation in a GDI Research Engine. SAE Int J Engines 2018;11:2018-01–0174. 

doi:10.4271/2018-01-0174. 

[31] Del Pecchia M, Pessina V, Berni F, d’Adamo A, Fontanesi S. Gasoline-ethanol blend 

formulation to mimic laminar flame speed and auto-ignition quality in automotive 

engines. Fuel 2020;264:116741. doi:10.1016/j.fuel.2019.116741. 

[32] D’Adamo A, Del Pecchia M, Breda S, Berni F, Fontanesi S, Prager J. Chemistry-Based 

Laminar Flame Speed Correlations for a Wide Range of Engine Conditions for Iso-

Octane, n-Heptane, Toluene and Gasoline Surrogate Fuels, 2017. doi:10.4271/2017-01-

2190. 

[33] Verhelst S, T′Joen C, Vancoillie J, Demuynck J. A correlation for the laminar burning 

velocity for use in hydrogen spark ignition engine simulation. Int J Hydrogen Energy 

2011;36:957–74. doi:10.1016/j.ijhydene.2010.10.020. 

[34] Ji C, Liu X, Wang S, Gao B, Yang J. Development and validation of a laminar flame 

speed correlation for the CFD simulation of hydrogen-enriched gasoline engines. Int J 

Hydrogen Energy 2013;38:1997–2006. doi:10.1016/j.ijhydene.2012.11.139. 

[35] Liu X, Ji C, Gao B, Wang S, Liang C, Yang J. A laminar flame speed correlation of 

hydrogen–methanol blends valid at engine-like conditions. Int J Hydrogen Energy 

2013;38:15500–9. doi:10.1016/j.ijhydene.2013.09.031. 

[36] Cerinski D, Vujanović M, Petranović Z, Baleta J, Samec N, Hriberšek M. Numerical 

analysis of fuel injection configuration on nitrogen oxides formation in a jet engine 

combustion chamber. Energy Convers Manag 2020;220:112862. 

doi:10.1016/j.enconman.2020.112862. 

[37] Colin O, Benkenida A. The 3-Zones Extended Coherent Flame Model \(Ecfm3z\) for 

Computing Premixed/Diffusion Combustion; The 3-Zones Extended Coherent Flame 



26 

 

Model \(Ecfm3z\) for Computing Premixed/Diffusion Combustion 2004. 

doi:10.2516/ogst:2004043ï. 

[38] Ren S, Wang Z, Li B, Liu H, Wang J. Development of a reduced polyoxymethylene 

dimethyl ethers (PODEn) mechanism for engine applications. Fuel 2019;238:208–24. 

doi:10.1016/j.fuel.2018.10.111. 

[39] Sun W, Wang G, Li S, Zhang R, Yang B, Yang J, et al. Speciation and the laminar 

burning velocities of poly(oxymethylene) dimethyl ether 3 (POMDME3) flames: An 

experimental and modeling study. Proc Combust Inst 2017;36:1269–78. 

doi:10.1016/j.proci.2016.05.058. 

[40] Lin Q, Tay KL, Zhou D, Yang W. Development of a compact and robust 

Polyoxymethylene Dimethyl Ether 3 reaction mechanism for internal combustion 

engines. Energy Convers Manag 2019;185:35–43. 

doi:10.1016/j.enconman.2019.02.007. 

[41] Gopinath S, Devan PK, Sabarish V, Sabharish Babu BV, Sakthivel S, Vignesh P. Effect 

of spray characteristics influences combustion in DI diesel engine – A review. Mater 

Today Proc 2020;33:52–65. doi:10.1016/j.matpr.2020.03.130. 

[42] Gao H, Li X, Xue J, Bai H, He X, Liu F. A modification to the WAVE breakup model 

for evaporating diesel spray. Appl Therm Eng 2016;108:555–66. 

doi:10.1016/j.applthermaleng.2016.07.152. 

[43] Abramzon B, Sirignano WA. Droplet vaporization model for spray combustion 

calculations. Int J Heat Mass Transf 1989;32:1605–18. doi:10.1016/0017-

9310(89)90043-4. 

[44] Gülder ÖL. Correlations of Laminar Combustion Data for Alternative S.I. Engine Fuels, 

1984. doi:10.4271/841000. 

 



218 

 

PAPER 6 
 



1 

 

Implementation of the Spectral Line-Based Weighted-Sum-of-Gray-Gases Model in the 

Finite Volume Method for Radiation Modeling in Internal Combustion Engines 

 

Filip Jurića, Pedro Coelhob, Peter Prieschingc, Neven Duića, Stanislav Honusd, Milan 

Vujanovića,* 

 

a University of Zagreb, Faculty of Mechanical Engineering and Naval Architecture, Ivana 

Lučića 5, 10000 Zagreb, Croatia 

b IDMEC, Instituto Superior Técnico, Universidade de Lisboa, Av. Rovisco Pais 1, 1049-001 

Lisbon, Portugal 

c AVL List GmbH, Alte Poststraße 152, 8020 Graz, Austria 

d Faculty of Mechanical Engineering, VŠB-Technical University of Ostrava, Ostrava-Poruba, 

Czech Republic 

* Corresponding author e-mail: milan.vujanovic@fsb.hr  

ABSTRACT 

It is well-known that the pollutant formation processes and temperature distribution in 

various combustion systems that operate at high temperatures are influenced by radiation heat 

transport. Detailed modeling of radiation transport in internal combustion (IC) engines demands 

additional computational power, and hence the calculation of radiation phenomenon is not 

commonly applied in IC engines. At the same time, current operating conditions in IC engines 

consider high temperatures and recirculation of exhaust gases that enhance gas radiation. 

Therefore, the application of radiation models is needed to increase the correctness of radiative 

absorption, combustion characteristics, and the formation of pollutant emissions. In this paper, 

the implementation and validation of the spectral line-based weighted-sum-of-gray-gases 

(SLW) model for calculating soot and gas radiation are performed. The SLW model is 

implemented in the computational fluid dynamics code AVL FIRE™ by programable user 

routines. The radiative transfer equation was calculated employing the finite volume method 

applicable for multiprocessing, moving meshes, and a mesh rezone procedure required for IC 

engine modeling. The validation of the SLW model is performed on one-dimensional geometric 

cases that include analytical results of radiation intensity, for which agreement within 10 % of 

the relative error was achieved. Additionally, the SLW model is applied to compression ignition 
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engine simulations, where the obtained results are compared with the measured pressure and 

concentrations of NO and soot emissions. The calculated heat losses through the wall boundary 

layer were around 12 % of the total fuel energy, approximately 9.5 % of the total fuel energy 

was lost due to the convective flow. 7-8 % of convection heat loss was due to the higher 

emission than absorption of participating CO2 and H2O gasses, and the rest are net soot losses. 

For the observed operating cases, the computational time is increased nearly double for SLW 

model than in the simulation without radiation. Finally, the results calculated using SLW 

indicate an improved agreement with the experimental mean pressure, temperature, soot, and 

NO concentrations compared to simulations without radiation. 

 

KEYWORDS 

Radiative Absorption, Radiative Heat Transfer, Participating Media, Gas Radiation, Internal 

Combustion Engine 

 

1.  INTRODUCTION 

It is well-known that radiative heat transfer is intensified at the high operating temperatures 

present in combustion systems [1]. A dominant share of total heat transfer is accomplished by 

radiation for systems that feature larger sizes, such as boilers, furnaces, and jet engines [2]. 

According to recent publications, the impact of radiation heat transport on pollutant formations 

needs to be considered if the correct calculation of emissions is demanded [3]. Most pollutant 

formation models are affected by temperature distribution, which arises from the heat transfer 

calculation [4]. Owing to that, it is necessary to correctly calculate radiative heat transfer for 

the participating radiative medium in combustion systems [5]. In addition to developing 

complex numerical models, the increasing research in alternative fuels that feature lower 

emissions is present, such as research on alternative fuels in the transportation sector made from 

waste [6], torrefied biomass [7], biomass oils [8] and ammonia [9].  

Computational Fluid Dynamics (CFD) is a standard tool to simulate combustion systems 

and account for the effect of radiative heat transport on the temperature and its influence on the 

pollutants formation process [10]. When the participation of the medium in the radiative heat 

transport is considered, the solution of the integrodifferential Radiative Transfer Equation 

(RTE) is required [11]. A numerical approximation to solve the RTE has led to the development 

of numerous radiation models [12]. Thermal radiation is often neglected in internal combustion 
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(IC) engines due to the relatively small size of the combustion chamber, but a few works have 

taken radiation into account [3,13–15]. Even though it may have a relatively small impact on 

temperature, it affects the highly temperature-dependent NO emissions, as pointed out above.  

In this work, the radiation model Finite Volume Method (FVM) is employed to approximate 

the RTE. FVM radiation model, in combination with CFD software AVL FIRE™, is modeled 

by user functions, which implementation was published on an IC engine [14] and a furnace 

[16]. One of the advantages of FVM model is its capability to model the impact of radiative 

heat transport in moving meshes as in IC engines, compared to the discrete transfer radiative 

method, which would be computationally demanding with mesh rezone [17]. The FVM is a 

generalized method in CFD that applies to a wide range of engineering projects that feature 

radiative heat transport [18]. Compared to the line-by-line models, in FVM, spectral line 

properties of carbon dioxide (CO2), water vapor (H2O), and soot are required to be calculated 

[19]. However, these models are too time-consuming for practical application due to the 

complex spectral dependence of the absorption coefficients of CO2 and H2O. Hence, the 

radiative heat exchange in participating media often relies on the utilization of global models 

to calculate the radiative properties of the medium [20,21].  

The most recent work regarding absorption coefficient modeling was done on developing 

the radiative absorption coefficient models based on the weighted-sum-of-gray-gases model 

[22]. Recently developed weighted-sum-of-gray-gases models mainly aim to determine the 

radiative heat transfer of the participating media in oxy-fuel combustion conditions [23,24]. 

In this work, the Spectral line-based Weighted-sum-of-gray-gases (SLW) model is used to 

calculate the radiative properties in IC engines. This is an improved version of the classical 

weighted-sum-of-gray-gases model that considers the spectral line properties of H2O and CO2 

[25]. Ozen and Selçuk [26] were the first to implement the discrete ordinates method along with 

the SLW model in CFD code. The implemented model performed an increased accuracy when 

the gas combustion was included, verifying that the spectral radiative properties of participating 

media are dominant in the overall radiative heat transport. 

The SLW model was also employed for the three-dimensional (3D) combustion of partial-

oxidation methane flame, where SLW provided valid results at sufficient computational 

demand [27]. Webb et al. [28] performed additional validation of SLW in a coal-fired furnace 

and revealed differences between gray and non-gray calculations. A comprehensive comparison 

between the weighted-sum-of-gray-gases method and the SLW model was performed by Ali et 

al. [29] in order to evaluate radiative transfer from a single participating gas at a uniform 

temperature and a non-isothermal mixture of gases inside a two-dimensional enclosure. Sun 
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and Zhang [30] showed that different gray gases have completely different contributions in 

SLW model. In combination with different RTE solving models (FVM and P1 approximation), 

different accuracies for the gray gases are obtained. The authors proposed a hybrid FVM/P1 

model combined with SLW and stated that further investigation of this hybrid method is 

required. Other applications of the SLW model for two-dimensional calculations showed that 

the temperature field inside a radiant furnace contributed to inaccurate results of the radiative 

heat transfer through the medium [31–33]. The first published investigation that analyzed 

radiative heat transfer in oxy-fuel combustion with the model based on SLW was performed by 

Ströhle [34], where only the radiative absorption properties of gaseous H2O and CO2 were 

analyzed.  

In the review paper [35], the influence of radiative heat transfer in turbulent flames with the 

SLW model was investigated. It was concluded that the SLW model has a good perspective for 

engineering applications for calculating the radiative heat transfer of participating media. In 

another review paper [36], a historical overview of the mathematical model, implementation, 

and application of the SLW model is given. Additional work was performed to investigate the 

SLW model compared to narrowband and wideband radiative absorption coefficient models in 

one-dimensional cases [30], where the authors compared FVM and P1 models for solving the 

RTE in combination with the SLW model. The better accuracy was achieved with the FVM. 

Ozen and Selçuk [37] performed a sensitivity analysis of several gas radiative property models, 

including the SLW model, where the SLW and DOM demonstrated efficient and accurate 

simulations for determining energy source terms and wall intensities inside fluidized bed 

combustors. From the literature review, SLW radiative absorption model is imposed as 

adequate solution for accurate and computationally acceptable solutions and was therefore 

implemented in this work for further investigation of radiative heat transfer in IC engines. 

In this paper, the SLW model is implemented in the CFD software AVL FIRE™ as a gas 

radiative heat transfer estimation computation approach for predicting the combined CO2, H2O, 

and soot absorption coefficient. The SLW was firstly validated against the analytical data for 

simple geometries. The predictive accuracy of the AVL FIRE™ code with the SLW model is 

assessed for a compression ignition engine operation that features a complex 3D moving mesh 

and rezone procedure computed on multiprocessing units. According to the authors' knowledge, 

the SLW model was never employed in combination with FVM to model radiative heat transfer 

in IC engine applications. The combination of SLW and FVM constitutes a robust and 

computationally reasonable solution that applies to wide-range of complex industrial 

applications, such as moving meshes in internal combustion engines. Additionally, very few 
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papers [3,15] account for non-gray thermal radiation using accurate models in IC engines, but 

they use accurate and time-consuming methods. Although thermal radiation in IC engines may 

play a relatively minor role for light-duty vehicles, the SLW/FVM can provide an insight into 

its effect on emissions pollutant formation, such as NOx and soot. 

 

2.  MATHEMATICAL MODEL 

In this work, the Reynolds-Averaged Navier-Stokes equations were solved using the k-zeta-

f turbulence model. The k-zeta-f turbulence model is a robust turbulence model that allows the 

modeling of swirl motions inside IC engines and small wall distance values at boundary layers 

[38]. For calculating the gaseous phase, Eulerian specification of the fluid flow is assumed, for 

which the conservation equations of mass, momentum, and energy must be solved. Equation 

(1) describes energy conservation for the finite volume method, where the energy terms are 

integrated over the volume or each face of a control volume.  

 ∂

∂𝑡
(𝜌𝑒) + 𝑢𝑖

∂

∂𝑥𝑖

(𝜌𝑒) = 𝜌𝑓𝑖𝑢𝑖 +
𝜕𝜏𝑖𝑗𝑢𝑗

𝜕𝑥𝑖
−

∂(𝑢𝑖𝑝)

∂𝑥𝑖
+

∂

∂𝑥𝑖
(𝜆

∂𝑇

∂𝑥𝑖
) + 𝑆𝑟𝑎𝑑 (1) 

 

Where e is total energy, the first term on the left side represents the total energy rate, the second 

represents the total energy transfer across the control volume boundaries. The first term on the 

right side is the power of volume forces, and the second term is the surface power forces on the 

control volume boundaries. The third term on the right side is pressure forces, while the fourth 

term is the heat transfer rate through the control volume boundaries. At the end is the source 

term, which is described as the radiative heat source of participating media. The implemented 

radiation model and absorption coefficient model aim to determine the radiative heat source 

term. 

 

2.1.  Radiative Transfer Calculation 

The FVM radiation model was employed for the solution of RTE, as mentioned above. The 

FVM was considered only for absorption and emission phenomena. The participating medium 

absorbs the incident radiation, which is then augmented with the radiative emission of the 

medium, and scattering is neglected. The FVM features angular discretization that involves the 

calculation of the radiation intensity through the solution of a transport equation for each control 
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angle. The absorption coefficient of the medium was computed with the SLW model, which 

requires a transport equation for each gray gas. The following equation describes the RTE: 

 𝑑𝐼𝑙,𝑗

𝑑𝑠𝑙
= 𝜅𝑗 (𝑎𝑗

𝜎𝑇4

𝜋
− 𝐼𝑙,𝑗) (2) 

In Equation (2), the 𝐼𝑙,𝑗 is the radiation intensity that propagates along 𝑠𝑙 direction, 𝑙 denotes 

the control angle, 𝜅𝑗 is the absorption coefficient, where j denotes the jth gray gas for a mixture 

of H2O and CO2 and soot, and 𝑎𝑗 denotes the combined gray gas weights of H2O and CO2, 

which are calculated as the product of the two individual gray gas weights [25]: 

 𝑎𝑗 = 𝑎𝐻2𝑂 𝑎𝐶𝑂2 (3) 

Equation (2) is required to be solved for all control angle Δ𝛺𝑙, where the transient term was 

not considered as in previous IC engine research [3,15]. The spatial discretization was carried 

out using the upwind scheme to calculate the radiation intensity at the downstream cell faces of 

a control volume. The marching procedure for solving the FVM equation was employed. The 

total incident radiation in each cell can be described as the sum of the incident radiation across 

all control angles and gray gases: 

 

𝐺𝑗 = ∑ 𝐼𝑙,𝑗 ∙ Δ𝛺𝑙

𝐿

𝑙=1

 (4) 

 

where L is the total number of control angles. The radiative source for each gray gas is solved 

independently, and the total radiative source term is the sum of each gray gas contribution in 

the participating medium, which is calculated by [27]: 

 

𝑆𝑟𝑎𝑑 = ∑ 𝜅𝑗(𝐺𝑗 − 4𝜎𝑇4)

𝐽

j=1

 (5) 

 

where J is the total number of gray gases. The radiative source term in Equation (5) is 

implemented as a source term in the enthalpy transport equation. The boundary condition for 

an opaque nonreflecting wall may be written as follows [27]: 

 
𝐼𝑏𝑛𝑑

𝑙 = 𝜖
𝜎𝑇4

𝜋
+ (1 − 𝜖)

∑ 𝐼𝑙,𝑗 |𝑛𝑖𝐷𝑐𝑖|(𝑠𝑙 ∙𝑛𝑤) > 0

∑  𝑛𝑖𝐷𝑐𝑖(𝑠𝑙 ∙𝑛𝑤) < 0

 (6) 

 

where 𝜖 denotes the wall emissivity, which is assumed to be 1, 𝑛𝑤 is the outer wall unit 

vector, 𝐷𝑐𝑖 denotes auxiliary terms that depend on the orientation of the face wall and the control 

angle. Additionally, cyclic boundary conditions are applied to two IC engine boundaries, such 
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that the outgoing radiation intensity values that exit the calculation domain through a cyclic 

boundary are set equal to the incoming radiation intensities entering the domain at the other 

cyclic boundary. The convergence of RTE is reached when the difference between the new and 

the last iteration is less than 0.01%.  

For the calculations with the SLW model, several gray gases are utilized as the replacement 

for non-gray gas, where each contribution is symbolized with the supplemental absorption 

cross-section C̅𝑎𝑏𝑠,𝑗 and correlate the weight of gray gas 𝑎𝑗. The absorption cross-section ranges 

between 3 ‧10-5 and 60 m2mol-1 for water vapor, while for CO2, the range is between 3 ‧10-5 and 

120 m2mol-1 [39]. These limits of the absorption cross-sections, 𝐶min and 𝐶max are used for the 

calculation of a supplemental absorption cross-section C̅𝑎𝑏𝑠,𝑗 of each gray gas: 

 

C̅𝑎𝑏𝑠,𝑗 = 𝐶min (
𝐶max

𝐶min
)

𝑗
𝐽
 (7) 

 

The absorption cross-section domain is divided into intervals equally spaced on a 

logarithmic scale, and the range between two consecutive supplemental absorption cross-

sections, C̅𝑎𝑏𝑠,𝑗 and C̅𝑎𝑏𝑠,𝑗+1, treated as an independent gray gas, whose absorption cross-section 

C𝑎𝑏𝑠,𝑗, is defined as follows:: 

 
C𝑎𝑏𝑠,𝑗 = √C̅𝑎𝑏𝑠,𝑗 C̅𝑎𝑏𝑠,𝑗+1 (8) 

 

The gray gas weights, 𝑎𝑗 can be obtained from the absorption-line blackbody distribution 

functions 𝐹, which is determined by the high-resolution HITRAN database that accounts for 

the radiative participation of CO2 and H2O [39]. The distribution function 𝐹 is defined as: 

 

𝐹(C𝑎𝑏𝑠,𝑗) =
𝜋

𝜎𝑇4
∫ 𝐼𝑏𝜂(𝑇)𝑑𝜂

{𝜂:𝐶𝜂,𝑗< C𝑎𝑏𝑠,𝑗 }

 (9) 

 

where the integral is calculated over the spectral wavenumber 𝜂. The weight of the jth gray gas 

can be calculated as the difference distribution function F at the supplemental cross-section 

interval limits: 

 𝑎𝑗 = 𝐹(C̅𝑎𝑏𝑠,𝑗+1) − 𝐹(C̅𝑎𝑏𝑠,𝑗) (10) 
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The combined absorption coefficient of CO2 and H2O, 𝜅𝐶𝑂2+𝐻2𝑂 is defined as the sum of the 

contributions of the two species [27]: 

 

 𝜅𝐶𝑂2+𝐻2𝑂 = 𝑁𝐻2𝑂 C𝑎𝑏𝑠,𝑘,𝐶𝑂2
+ 𝑁𝐻2𝑂 C𝑎𝑏𝑠,𝑘,𝐶𝑂2

  (11) 

 

where N is the molar density of the gas, which is determined from the local cell temperature 

and the species mass fraction. In this work, ten gray gases were used to compute non-gray 

radiative properties used in the SLW model. For the calculation of soot participation in radiative 

transport, the gray gas absorption model is assumed, due to its smoothly varying radiative 

properties, with the following equation [40]: 

 𝜅𝑠 = 0.672 𝑇𝑐 (12) 

 

In Equation (12), the term c denotes the mass fraction of soot. For calculating the total 

absorption coefficient, the absorption coefficient of the soot is added to the combined 

absorption coefficient of CO2 and H2O, as shown in Equation (13). 

 𝜅𝑗 = 𝜅𝐶𝑂2+𝐻2𝑂 + 𝜅𝑠 (13) 

 

2.2.  Combustion and pollutants emission modelling 

A coherent flame model, ECFM-3Z combustion model, was employed for the modeling of 

the combustion process. The ECFM-3Z combustion model governing equations can be found 

in [41], where the ECFM-3Z was also used for the modeling of combustion inside a combustion 

chamber of an industrial diesel engine. The constant autoignition and mixing parameters were 

assumed to have the default value of 1.  

For the calculation of turbulence chemistry interaction (TCI), Probability Density Function  

(PDF) approach was considered in this work, which equations and details can be found in [20]. 

PDF is based on the presumed standard Gaussian Probability Density Function, where the 

temperature T is assumed to be the sum of mean temperature and temperature variance.  

 
𝑇 = 𝑇̅ + 𝑥 √𝑇′𝑇′̅̅ ̅̅ ̅ (14) 

 

The mean value of the temperature function was calculated as approximate quadrature 

formula,  
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𝑓(𝑇)̅̅ ̅̅ ̅̅ ≈ ∑ (𝑇̅ + 𝑥𝑘 √𝑇′𝑇′̅̅ ̅̅ ̅) 𝑐𝑘

𝑛

𝑘=1

 (15) 

 

The temperature variance was calculated by solving its transport equation with its correction 

factors in each node 

 𝜕

𝜕𝑡
(𝜌𝑇′𝑇′̅̅ ̅̅ ̅) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢̃𝑖𝑇′𝑇′̅̅ ̅̅ ̅)

=
𝜕

𝜕𝑥𝑖
(

20

17
𝜇𝑡

𝜕𝑇′𝑇′̅̅ ̅̅ ̅

𝜕𝑥𝑖
) + 2.86 𝜇𝑡(

𝜕𝑇̅

𝜕𝑥𝑖
)

2

− 2𝜌
𝜀

𝑘
𝑇′𝑇′̅̅ ̅̅ ̅ 

(16) 

 

Furthermore, the spray process was modeled by the Euler Lagrangian approach. The liquid 

phase of an injected droplet is modeled as parcels, and the gas phase is modeled as a continuum. 

For each parcel, trajectories are calculated from the deacceleration of injected droplets due to 

the drag force, where drag coefficient CD is calculated by Schiller Naumann drag law: 

 
𝑚p

𝑑𝑢p𝑖

𝑑𝑡
= 0.5𝜋 𝑟2𝜌𝐶𝐷𝑢𝑖

2 (17) 

 

The Euler Lagrangian model assumes spherical symmetry, uniformity, and liquid-vapor 

thermal equilibrium of all droplets. Additionally, the quasi-steady and uniform surrounding 

around the droplets is assumed. The breakup model of the droplet parcel is modeled with the 

Wave breakup model, where the droplet disintegration is calculated by: 

 𝑑𝑟

𝑑𝑡
= −

𝜆𝑤 Ω (𝑟 − 0.61𝜆𝑤)

3.726 𝑟 𝐶2
 (18) 

 

Further description of Wave breakup model is described in the literature [42]. The constant 

C2 of Wave model that dictates the breakup time of parcels specific for each injector system is set 

to eighteen. The half of nozzle diameter is assumed for the initial radius of droplet parcels. The 

Abramzon model was employed to model fuel evaporation, which governing equation can be 

found in [43]. In recent publications, such a model has also been applied to calculate the multi-

component evaporation process [44]. 

Special attention has been given to the NOx and soot formation process. The Extended 

Zeldovich Model was employed for thermal NO emissions [45], while a kinetic soot model was 

employed for the soot formation process. The prompt NO formation process in this work was 

calculated by employing the de Soete model, as in [46]. The method described in Vujanović et 
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al. [47] was used to determine the temperature fluctuations. The kinetic soot model is based on 

the detailed soot oxidation and agglomeration model. The source term calculation is determined 

from the probability density function of the mixture fraction [48,49], which is a function of the 

scalar dissipation rate, pressure, and temperature on the oxidizer side. The surface growth, 

oxidation, particle inception, and fragmentation are considered to calculate of soot volume 

fraction. 

 

3.  EXPERIMENTAL DATA AND NUMERICAL SETUP 

The experimental validation data of the compression ignition engine was acquired from AVL 

GmbH [50]. In Table 1, the engine and injector properties are presented. For the generating 

computational mesh domain, the automatic masher AVL™ ESE Diesel tool is employed. The 

observed engine features a ω-shape piston bowl, which denotes the shape of the combustion 

chamber, and by its shape, promotes combustion. Figure 1 shows a 1/8th segment of a cylinder 

with generated boundary selections at the top dead center (TDC), respectively 720°CA is 

demonstrated. In this work, simulations only for one eight engine cylinder were calculated since 

the fuel injector possesses eight nozzle orifices. A piston rim compensation volume is generated 

to satisfy the compression ratio for all discrepancies and leakage present in the actual experimental 

engine, as shown in Figure 1.  

The simulation cycle was modeled from 610°CA to 860°CA, where the segment cyclic inlet 

boundary conditions were used for segment selections. Mesh movement is described with mesh 

rezoning procedure, compression, and expansion stroke, generated by the automatic masher. 

The liquid fuel properties greatly influence spray integration and evaporation [51]. Therefore, 

the injected liquid fuel used in the experiment Diesel EN590 B7 was defined with polynomial 

terms in FIRE™. The B7 in the name of fuel indicates around 7% biodiesel content, which 

indicates the utilization of biofuels in conventional diesel engines [52]. The injection rate timing 

has a direct influence on engine performance [53], for that reason, the inlet fuel velocity is 

calculated from the measured injection rate, which is shown in Figure 2. Figure 2 shows the 

injection curve rate is shown as a nondimensional parameter, where the area under the curve 

presents the total injected fuel mass in one operating cycle. The first introduced parcels that enter 

the domain are assumed to have the diameter same as the orifice diameter, 0.1 mm.  

 

Table 1 Experimental engine and injection system properties. 
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Bore 85 mm  Injector position (0, 0, -3.8) mm 

Stroke 94 mm  Injector direction (0, 0, 1) 

Compression 

ratio 

16  Spray angle 158° 

Injected pressure 1200 – 1600 bar  Spray cone angle 15° 

Fuel Diesel EN590 B7  Number of nozzle holes 8 

Fuel temperature 47°C  Nozzle hole diameter 100 µm 

   Nozzle diameter at hole center 

position   

4 mm 

 

 

 

Figure 1  Computational engine mesh at the top dead center with the position of spray 

injector 

 

Figure 2  Injection rate profile of both observed operating points 
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In Table 2, boundary conditions for engine selections in Figure 1 are shown. Piston, liner, and 

headwall selections were modeled by an isothermal boundary condition, in which temperatures 

are obtained from the experimental analysis. For the compensation volume, an isolated boundary 

condition was assumed. 

 

Table 2 Boundary conditions 

Boundary condition Type Description 

Head Wall Isothermal, 500 K 

Liner  Mesh movement/Wall Isothermal, 410 K 

Compensation Volume Mesh movement/Wall Adiabatic 

Cut segment Inlet/Outlet Periodic 

Piston Wall Isothermal, 500 K 

 

A mesh dependency study was performed to prove the validity of the generated mesh for 

simulations. Therefore, three hexahedral meshes with identical block cell structures were 

generated by varying the cell size. The total number of cells at the TDC position for the 

hexahedral generated meshes is shown in Table 3. All computational meshes are generated with 

a two-cell boundary layer to secure a correct calculation of the wall intensities. The simulations 

with the identical numerical setup were performed for the three meshes, and the mean pressure 

results were compared. Figure 3 shows the computed and measured mean in-cylinder pressure 

from 700 °CA, slightly before fuel injection, up to 750 °CA. The coarse mesh is selected for all 

the simulations presented in this paper based on the mesh dependency analysis. The three 

generated moving meshes consist of twenty deformable meshes alternately mapped with the 

crank angle rotation. The rezoning procedure was implemented to be called when the physical 

quantities are mapped to the next mesh. After the multiprocessing finish with a calculation for 

crank angle time where the rezoning procedure is needed, the new mesh division on each 

processor is performed. The transfer of radiation quantities at the nodes of the next mesh is 

inherited from the precedent mesh. 

 

Table 3 Number of cells at TDC for the three generated meshes 

Mesh  Cell number at the top dead center 

Coarse  ~24 000 

Medium  ~45 000 

Fine  ~63 000  
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Figure 3  Mesh dependency results for three different meshes of the same block 

geometry  

In this work, two operating points are observed, Case a and Case b. The initial conditions 

and gas-phase composition of fresh air and exhaust gas residuals (EGR) differ for these two 

cases and are given in Table 4. Case a and Case b differ slightly in initial temperature, pressure 

and gas composition, and swirl motion inside the combustion chamber, while the injected mass 

in a single injection was approximately the same. Additionally, the main difference between 

the two cases is that Case a features an earlier injection than Case b. 

 

Table 4 Initial conditions and gas-phase composition 

 Case a Case b 

Engine speed (rpm) 3000 3000 

Number of injections 1 1 

Injected mass (mg) 3.38 3.37 

Pressure (Pa) 250000 235000 

Temperature (K) 423 415 

Swirl (1/min) 5403 5832 

Start of injection (°CA) 712.5 713.5 

End of injection (°CA) 735.4 734.8 

Gas composition (kg/kg) 

O2 0.2085 0.2030 

N2 0.7632 0.7620 

CO2 0.0196 0.0243 

H2O 0.0087 0.0117 
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For the combustion process modeling, the combustion parameters for autoignition and 

mixing of ECFM-3Z were used with default values, while for the Abramzon evaporation model, 

Lewis number was one.  

In determining the radiative source term, each contribution of each control angle to radiative 

heat transfer needs to be accounted [54]. For the FVM model, the initial number of control 

angles is required, which affects the accuracy and computational demand of the calculations 

[55]. In this work, a selected number of control angles was eight after the control angle 

sensitivity analysis on temperature traces was performed. For the number of gray gases in the 

SLW model, calculations with ten gray gases were observed, while the model assumes the 

spectral dependent absorption coefficient of the participating species. In [56], the algorithm that 

calculates spatial discretization and control angles in this work is demonstrated. An emissivity 

value of unity was assumed for all wall boundaries. To save computational time, the radiative 

heat transfer solver was calculated for each 10th fluid flow iteration. This paper neglected the 

scattering due to the relatively small reflectivity of soot particles inside a chamber of IC engines, 

as was the case in [57]. 

For calculating the momentum differencing scheme, the central differencing scheme was 

used for the momentum equation and continuity equation, while the upwind scheme was used 

for radiative heat transfer, turbulence parameters, total energy, and scalar conservation 

equations. The convergence criteria were set to residual values below 10-4. For the time 

discretization, a dynamic time step was employed, where each new time step was calculated 

from Courant–Friedrichs–Lewy (CFL) condition. The maximum CFL number was set to 1. The 

SIMPLE algorithm calculated the coupling between pressure and velocity for solving the 

pressure correction equation. 

 

3.1. Validation of SLW model 

The implemented absorption coefficient SLW model is validated on one-dimensional cases 

with an analytical solution.  Two one-dimensional cases were selected for which the predefined 

temperature and mole fraction of CO2 and H2O are shown inError! Reference source not 

found. [27]. A hexahedral mesh of cubic cells 3 x 3 x 300 was generated, where the profile is 

observed for the enclosed cell layer along the mesh axis. 
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Table 5 Specifications of the two validation cases [27] 

 T, K YH2O YCO2 𝝐, - 

1. 1000 + 250 cos(𝑥̃) 0.1 0 1 

2. 1000 - 300 cos(2𝑥̃) 0.5 - 0.5 cos(𝑥̃) 0.5 + 0.5 cos(𝑥̃) 1 

 

InError! Reference source not found. the nondimensional coordinate 𝑥̃ is defined as: 

 
𝑥̃ =

𝜋𝑥

𝐿
 (19) 

 

where x is the position in the coordinate system, and L is the total length. Figure 4Error! 

Reference source not found. shows the comparison of SLW against the analytical radiative 

source term for the first validation case in Table 5, where a good agreement is achieved for the 

trigonometric temperature profile with the SLW model. In Figure 5Error! Reference source 

not found., the validation is shown for the second validation case in Table 5Error! Reference 

source not found.. Compared to the first validation case, the molar ratio of CO2 and H2O is 

also described with the trigonometric profile. The presented results in Figure 6 show that the 

simulation results insignificantly change when more control angles were applied to the 

numerical simulations.  Based on the performed validation, it can be stated that the implemented 

SLW model is valid for describing the CO2 and H2O gas radiative properties. 

 

 

Figure 4  Radiative source profile results for the first validation case 
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Figure 5  Radiative source profile results for the second validation case 

 

  

4. RESULTS AND DISCUSSION 

This section discusses model validation, analysis of control angles, IC engine results, 

computational time, and specific conclusions and objectives of the paper.  

4.1.  Results on compression ignition engine 

Figure 6 compares temperature profiles for Case a and Case b. The orange curves show the 

numerical results calculated with eight control angles, the green curve shows sixteen control 

angles, and the violet curve for thirty-two control angles in the FVM radiation model. 

Experimental data are also presented as a reference, which indicates a better agreement of 

thirty-two control angles at the ignition phase of the combustion process. In comparison, the 

lower temperatures at eight control angles show a better matching in the developed combustion 

process. From the presented results in Figure 6, the simulation results insignificantly change 

when more control angles were applied to the numerical simulations. For that reason, all 

simulations in this work are computed with eight FVM control angles. A similar influence of 

control angle number on the simulation results is noticeable in both cases. 
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Figure 6  Mean temperature results for Case a and Case b with SLW model and different 

number of control angles in FVM radiation model 

 

Figure 7 shows the mean pressure in the cylinder, mean temperature, and rate of heat release 

(RoHR) results for Case a and Case b. The RoHR results are shown for computational mesh, 

an eighth of an engine combustion chamber. The black lines with dots are experimental data, 

blue curves are results without considering radiation heat transport, and orange curves result 

from the implemented SLW model. For all results, a more significant discrepancy between 

SLW results and results without radiation is achieved for Case a, while for Case b, the later 

ignition time results in lower mean pressure, mean temperature, and RoHR results. The 

difference in the ignition delay between results with and without radiation is visible in Figure 

7, associated with the different radiative absorption coefficient values. The radiative absorption 

energy of CO2 and H2O is approximately similar in Case a and Case b, which can be prescribed 

to their similar gas composition and thermodynamic conditions. Although the difference 

between the calculated impact of the radiation between Case a and Case b is visible in Figure 

7. That is why the difference between results with SLW and without radiative heat transfer can 

be prescribed primarily to the absorption of soot particles, which have gray gas behavior. As 

expected, the radiative absorption of a large share of incident radiative flux is the largest in the 

regions of high temperatures. Overall, more accurate results and better agreement with 

experimental data were achieved with the SLW model, which considers the additional spectral 

phenomenon of radiative heat transport. 
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Figure 7  Mean in-cylinder pressure results, mean temperature, and RoHR results for 

Case a (left) and Case b (right) with SLW model and without radiation against experimental 

results 
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4.2.  Emission results 

Comparing experimental results and simulations with and without radiation is given in Table 

6 for pollutant emissions at the crank angle position when the exhaust valve opens. The results 

show that the radiative heat transport improves the predictions, leading to a better agreement 

with the experimental data. Table 6 shows that the soot mass fraction increases when the 

radiative heat transport is included. This indicates that the lower temperatures in simulations 

with included radiative heat transfer result in a pronounced decrease in oxidation temperature 

versus the reduction in soot production. In contrast, the NO concentrations decrease, which are 

significantly generated by high-temperature regions. All predictions with the SLW accounting 

for radiation improve the prediction of NO emissions, which are of the same order of magnitude 

as the experimental data. It can be seen from Figure 7 that the tremendous difference between 

SLW and results without radiation is present in Case a, which can be mainly attributed to the 

gray gas soot assumption. The lower soot absorption indicates that the soot oxidation is 

pronounced in Case a since both cases have similar initial composition and the approximately 

same amount of injected fuel. The pronounced soot oxidation processes also correspond to 

higher calculated temperatures in Case a. For the last two columns in Table 6, the results with 

and without including TCI are compared. The exhaust pollutant molar mass  

 

Table 6 Pollutant mass ratio in the exhaust system 

 Experiment No radiation SLW 

Case a    

Soot (ppm) 899 273 356 

NO (ppm) 309 512 417 

Case b    

Soot (ppm) 2462 512 985 

NO (ppm) 196 217 205 

 

Figure 8 shows calculated heat loss profiles for different crank angle positions for Case b. 

The heat losses are calculated through the wall boundary layer, where 9.5% of the total fuel 

energy is lost due to the convective losses. In comparison, the net radiative loss due to the higher 

emission than absorption of participating CO2 and H2O gasses is approximately 7-8% of 

convection heat loss. In Figure 9, the profiles of soot mass fraction for the simulation with and 

without including radiative heat transfer are shown, with the following Figure 10 shows 

temperature difference contour at the crank angle position with peak soot concentration, 

732°CA. The interaction between soot concentrations and radiative heat transfer does not have 



20 

 

a simple influence as with NO formation. The soot for the obtained results is mainly influenced 

by the regions of lower temperatures computed by SLW simulations, which were dominant 

compared to the regions with lower temperatures, as shown in Figure 7. The higher temperature 

differences correlate to the fuel-rich regions along high-temperature regions. The area of 

highest difference is around the equivalence ratio values of 2-3, where the neighbor cells are 

already ignited and consumed their oxygen.  

 

 

Figure 8  Convective, radiative absorption, and radiative emission heat losses for Case b 

 
 

Figure 9  Soot mass fraction profile for Case b 
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Figure 10 Temperature difference between results with SLW and without radiation at the 

crank-angle position with peak soot values (732°CA) for Case b 

 

In Table 7, the difference in the computational requirements of the simulations is shown. 

The computational time increases around two times when thermal radiation is considered, 

which is related to the additional ten transport equations per control angle for each gray gas that 

needs to be solved in FVM/SLW.  

 

Table 7 Computational time for Case a on 10 control processing units of Intel® Xeon® E5-

2650 v4 at 2.20 GHz 

Calculation time, min No radiation SLW 

Case a  34 70 

Case b 31 68 

 

5. CONCLUSION 

The SLW model was coupled with FVM radiation solver and implemented by programable 

user routines in the CFD software AVL FIRE™. The implemented SLW model is based on 

correlations for unequal temperatures and mixtures of H2O, CO2, and soot, and the solver to 

radiative transfer equation was modified to account for the spectral gas properties with 

absorption cross-sections and associated weight of gray gases. The soot absorption was 

assumed as gray gas absorption, while the implementation of boundary conditions is performed 

for diffusely reflective walls, periodic inflow/outflow, and symmetry. The model was 

implemented for application to parallel computing, moving meshes, and rezoning processes to 

be suitable for calculating radiative heat transfer in IC engines. The implemented SLW model 

achieved a good matching with one-dimensional validation cases with the analytical radiative 

heat transfer solution. Additionally, this investigation in this work emphasizes the combined 

radiation heat transport and combustion characteristics in a compression ignition. The predicted 
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results of the in-cylinder pressure, temperature, and RoHR are significantly corresponding with 

the experiment data. As expected, the most decisive influence of the radiation transport in 

participating media is visible at crank positions with the highest pressures and temperatures, 

where the highest difference between simulations with SLW and with no radiation is obtained. 

The main difference between SLW and results without radiation arises at peak temperatures, 

where the gray gas soot assumption is its primary cause. The soot concentrations at the exhaust 

exit are increased with the SLW model, which could be prescribed to the lower temperatures 

that indicate a predominant decrease of soot oxidation versus the decrease in soot production. 

The higher temperature differences indicate that the soot regions are located in the fuel-rich 

regions along high-temperature regions. In contrast, the NO concentration emissions decrease 

with the inclusion of radiation in simulations, where the decrease is more pronounced with the 

more significant difference between the experiment and the simulation without radiation. The 

calculated heat convective losses through the wall boundary layer were 9.5% of the total fuel 

energy, while the net radiative loss due to the higher emission than absorption of participating 

CO2 and H2O gasses is 7-8% of convection heat loss. The soot production in both operating 

cases is approximately doubled, while the trend of soot production is achieved for simulations 

with included radiation and without radiation. 

The computational time is around two times more demanding with the SLW model than in 

simulation without radiation, which is correlated to additional ten transport equations for each 

gray gas in the SLW model. Finally, it can be concluded that the presented method can serve 

as a solution for more physically correct predictions of the radiation heat transport in 

compression ignition engines. Although in the case of large IC engines, such as big trucks or 

large ships, the role of thermal radiation is expected to become relevant due to the larger 

cylinder volume. Future work is to investigate results in the operating cases with higher EGR 

values accounting for the turbulence radiation interaction. 
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