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Abstract
Efficient workspace awareness is critical for improved interaction in cooperative and collaborative robotic applications. In
addition to safety and control aspects, quality-related tasks such as the monitoring of manual activities and the final quality
assessment of the results are also required. In this context, a visual quality and safety monitoring system is developed and
evaluated. The system integrates close-up observation of manual activities and posture monitoring. A compact single-camera
stereo vision system and a time-of-flight depth camera are used to minimize the interference of the sensors with the operator
and the workplace. Data processing is based on a deep learning to detect classes related to quality and safety aspects. The
operation of the system is evaluated while monitoring a human-robot manual assembly task. The results show that the system
ensures a high level of safety, provides reliable visual feedback to the operator on errors in the assembly process, and inspects
the finished assembly with a low critical error rate.

Keywords Human-robot cooperation · Vision systems · Safety · Quality · Assembly supervision

1 Introduction

Manual activities in combination with robots are useful for
complex tasks that require human skill, precision, under-
standing of seen, and a high degree of self-control [1, 2]. In
human-robot cooperation (HRC), it is necessary to support
the worker by appropriate safety measures and, if possible,
by monitoring task performance. Any system that supports
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HRC should first and foremost provide safety by ensuring
that no collisions are possible between the robot, the human,
and the equipment. This is usually done by using additional
sensors, preferably tactile or visual sensors, and supporting
control systems [3]. It is desirable that safety systems not
burden the worker physically, by equipping him with sen-
sors or beacons, or psychologically, by making him feel that
he is under constant surveillance. A crucial component of
HRC is to allow the worker to freely set up the work envi-
ronment according to their preferences, work habits, and the
task at hand [4]. This means that the positions of parts and
tools can move freely within the workplace, which presents
an additional challenge to safety and monitoring systems.
Research objectives and proposed solution

An important aspect of manual work is the quality of task
performance, since manual work in practice has a high vari-
ability. To this end, it would be desirable for the perception
system to monitor the manual tasks, provide visual feedback
to the operator on the correctness of the work operations, and
perform a final quality check of the work result at the end.

Machine vision systems are the most sensible choice for
monitoringmanual tasks and ensuring safetywithout burden-
ing the worker with additional sensors [5]. Previous studies
have demonstrated that research on collaborative robotics
or perception technologies has been predominantly concen-
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trated on individual tasks such as safety, ergonomics, or part
inspection. In this study, we introduce amulti-functional sys-
tem that is capable of performing various tasks related to
safety and quality simultaneously.

The Visual Quality and Safety Monitoring (VQSM) sys-
temproposed in this study combines twomonitoring systems:
one for close-range manual work monitoring and another for
far-range human posture monitoring. The close-range sys-
tem is capable of identifying the hands of the operator and
quality-related aspects to monitor assembly and assess the
final product quality.Meanwhile, the posturemonitoring sys-
tem provides an additional layer of safety implementation.
The integration of both systems results in a comprehensive
set of functions that can be summarized as follows:

• Monitoring of manual work by detecting assembly errors
and forwarding them to the operator screen,

• Final quality control to determine if the assembly is cor-
rect,

• Increased safety through continuous monitoring of the
operator’s hands at close range and human posture at far
range, and the additional conditioning that controls the
robot’smovements based on the results of thefinal quality
inspection.

The goal of this study is to demonstrate that the integration
of close-view monitoring (Sect. 2.1) and posture monitoring
(Sect. 2.2) can offer a cost-effective multifunctional solution,
which is capable of performing different tasks simultane-
ously. This research stands out due to itsminimalist hardware
design, which utilizes cutting-edge building blocks. Specifi-
cally, a SCSV (Single Camera Stereo Vision) system, which
is capable of capturing views from two distinct angles within
a single image. This eliminates the need for synchronizing
and capturing images from multiple cameras, resulting in a
streamlined system that simplifies the hardware and image
processing aspects, consolidating them into a single, efficient
pipeline.

The continuation of Sect. 1 begins with a review of related
works. Then, inSect. 2, a descriptionof the proposedmethods
and technological components is given. In Sect. 3, the pro-
posedmethods are tested in a series of experiments involving
human operators. Finally, a discussion follows in Sect. 4, and
a conclusion of the research is given in Sect. 5.
Related work

A review of the main safety systems that have been pro-
posed and applied in industrial robotic environments and
proven to contribute to the achievement of safe HRC work
is given in [6] and in [7]. Literature review regarding the
use of vision systems in HRC safety [8] shows that they can
be classified into four categories: (a) systems that compute

the distance between several points andmoving obstacles, for
example, between robotic joints and ahumanutilizing adepth
camera; (b) collision avoidance systems; (c) human intent
detection systems; and (d) systems that use visualization and
monitoring of safety zones created by projecting virtual opti-
cal barriers with lasers or projectors. For many computer
vision tasks, such as classification, segmentation, or object
detection, the deep learning (DL)models have become a stan-
dard. Powered bymassive databases,modernGPU’s, and fast
developing algorithms, there are tasks where DL can achieve
state-of-the-art performance near human level [9]. The use
of DL in human action recognition is the subject of inten-
sive research because it can provide the basis for robot action
planning. It is also a promising tool for supervision ofmanual
assembly tasks. Object detection is aimed at determining the
presence and localization of objects within an image. These
objects can be categorized into several predefined classes;
alternatively, only one type of object can be searched.

Zamora-Hernández et al. [10] proposed an object recogni-
tion-based architecture for monitoring an operator during
manual assembly in a manufacturing cell to reduce poten-
tial errors during the manufacturing process. Their approach
focuses on identifying tools, components, and actions in
the assembly process using deep learning techniques and
a general-use language for describing actions. An inves-
tigation of DL as a data driven technique for continuous
human motion monitoring and future human-robot collab-
oration needs prediction is provided by Wang et al. [11].
The method achieved recognition accuracy of over 96% in
an engine assembly case study. In [12], Zhang et al. pro-
posed an industrial part recognition algorithm based on the
DL real-time object recognition model YOLOv3 in intelli-
gent assembly, and Park et al. [13] presented an empirical
study on a process management system that recognizes spe-
cific engine parts in a ship assembly line using YOLO to
estimate the process rate for each workshop in real time.
H. Rajnathsing et al. [14] proposed a monitoring system for
the shared HRC workspace that complements the robot to
locate the human operator and always ensure that aminimum
safe distance is maintained from the robot to its human part-
ner. The monitoring system consists of four neural networks,
namely, an object detector, two neural networks responsible
for evaluating detections, and a simple custom speech recog-
nizer. Although effective, their approach is solely focused on
ensuring safety, while relaying only on three independent 2D
cameras and detections provided by a deep object detector,
without taking into account the operator’s three-dimensional
pose. A smart operator advicemodel for a human-robot coex-
isting assembly line is proposed byWang et al. in [15], which
similarly uses three independent cameras and a deep learn-
ing algorithm to detect relevant classes. While the study
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presents an innovative operator advice and guidance sys-
tem, it also only considers 2D image processing technology
and does not address safety concerns in detail. Collaboration
between human operators and industrial robots in assembly
operations with a focus on safety and simplified interaction
involving wearable devices used by the operator is presented
by Papanastasiou et al. in [16]. They employed a manual
guidance module, a contact sensor named “safety skin,"
and a vision system for recognition and tracking of objects.
They also used advanced user interfaces, including audio
and haptic commands accompanied by augmented reality
technology, to support the operator and provide awareness
by visualizing information related to production and safety
aspects. The system heavily relies on additional equipment
that has to be worn by the operator, which increases com-
plexity compared to solely vision-based methods and could
affect the operator’s comfort and performance. Q. Xiong et
al. [17] presented an integrated method that uses optical flow
images to encode temporal information of human motion as
input to a two-flow CNN structure for simultaneous analysis
of spatial and temporal information of humanmotion. Trans-
fer learning is investigated to transfer the feature extraction
capability of a pre-trained CNN to a production scenarios.
While Xiong et al.’s approach improves human action recog-
nition accuracy, their method only addresses this issue and
does assess safety or provide quality monitoring. H. Liu et al.
[18] present a context awareness-based collision-free human-
robot collaboration system that can provide human safety and
assembly efficiency at the same time. The system can plan
robotic paths that avoid collidingwith human operatorswhile
still reach target positions in time. J. Zhang et al. [19] present
a method to analyze visual observations of human actions in
an assembly environment and predict the future motion tra-
jectory of the humanoperator for online robot action planning
and execution. Although H. Liu et al.’s and J. Zhang et al.’s
methods are highly advanced in terms of safety and con-
trol aspects, their works solely focus on those tasks and do
not consider any assembly contextual information. Flacco
et al. [20] presented a fast method for evaluating distances
between the robot and moving obstacles (including humans)
based on the concept of depth space. Their approach empha-
sizes on collision avoidancewith arbitrary obstacles, yielding
promising outcomes. Nevertheless, it lacks the capability to
recognize human activities in the context of human-robot
collaboration. Liu et al. [21] presented a DL-based mul-
timodal fusion architecture that includes three modalities:
voice command, hand motion, and body motion. Three uni-
modal models are first trained to extract features, which are
then fused to share the representation. The authors demon-
strate the accuracy of the fused model in comparison to the
unimodal models through experiments. However,the inves-

tigation is restricted to command recognition, and there
is no further exploration of the human-robot collaboration
context.

Various types of cameras, stereo vision, and 3Dmeasuring
systems or their combination are used for a digital description
of the HRC scene. J. Arents et al. [3] published a review of
HRC articles published between 2010 and 2021, which show
that 3D cameras are themost often utilized sensors for human
tracking or gesture recognition in HRC environments. Such
an example is an advanced RGB-D vision system presented
by Olesen et al. [22]. The authors presented a collaborative
robot cell assembledwith off-the-shelf components designed
for random bin-picking and robotic assembly applications.
They used an optimized version of YOLO to detect the
arbitrarily placed components of the mobile phone on the
working space. The success rate of the final assembly was
not ideal due to multiple sources of potential errors; addi-
tionally, the system featured only basic human awareness. A
stereo vision system [23] is developed for safety monitoring
in human-robot collaboration cell production. A multi cam-
era system is used to capture images for tracking of color
areas on the human operator and to produce three pairs of
stereo vision to improve the robustness towards lost track-
ing and occlusion tolerance. Their investigation centered
on joint position tracking and utilized traditional computer
vision methods rather than deep learning. M. Melchiorre et
al. [24] introduced a control strategy for human-robot hand-
over tasks, where human pose estimation was done using a
duplex Kinect v2 sensors system to reduce problems related
to occlusions of the sensors.While the cited paper presents an
effective control strategy for human-robot hand-over tasks,
their prediction scheme is limited to a small portion of the
human arm.

In summary, most research focuses on human percep-
tion, object perception, various quality aspects of objects,
human-robot cooperation, and human assistance in perform-
ing various isolated tasks. However, there is little research
that covers various complete solutions for quality-related
estimation of a process in HRC involving manual work.
Moreover, integration of such systems is usually demand-
ing in terms of both hardware and software, as multiple
sensors and equipment need to be assembled and synchro-
nized. In order to overcome the aforementioned limitations,
in this paper, we propose a ready to use system that priori-
tizes quality-related functions bymaximizing the capabilities
provided by DL, in addition to safety and operator assis-
tance. Furthermore, the challenge of system complexity is
addressed from a hardware perspective by proposing a vision
system that uses a minimalist hardware design. At the same
time, the challenge of designing a user-friendly and intuitive-
to-use system is addressed.
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2 VQSM system implementation

To illustrate the operation of the VQSM system, we begin by
considering the HRC workstation depicted in Fig. 1. In this
setup, the operator and the robot share a common workspace
with no physical barriers separating them. The operator can
freely arrange the tools and assembly parts on the worktable
(8) as per their requirement and perform the assembly task
within a smaller portion of the worktable, referred to as the
assembly space (7). Once the assembly is completed and
verified as correct, an industrial robot (4) picks up thefinished
assembly and transfers it to the next operation. The robot is
allowed to move only when the workspace is safe, which
means that both hands are in a safe location (6).

The VQSM system is designed to provide safety and qual-
ity inspection by continuously monitoring the workplace and
holding the robot’s movements if the operator’s hands enter
the workspace during the robot’s operation. The VQSM sys-
tem supervises the assembly process by using the Single
Camera Stereo Vision (SCSV) system (2), which captures
stereo images (1) that are analyzed by a deep object detector
to identify quality-related classes such as various defects and
the correctness of the final assembly (discussed in Sect. 2.1).
The analysis results are displayed on the screen (5) to pro-
vide visual feedback to the operator. The system incorporates
an enhanced safety function by combining the hand detec-
tion signal from the SCSVdeep object detectorwith a posture
monitoring system implemented by the Kinect (3) (discussed
in Sect. 2.3).

Figure2 displays the main functions and data flow of the
VQSM system where the SCSV image is fed into a deep
object detector YOLOv3 [25]. The object detector returns
predicted bounding boxes (image coordinates of the ori-

gin, height, and width) along with their objectiveness score
and class probabilities of detected objects. Prediction is
additionally analyzed to achieve the following functionality
(discussed in Sect. 2.1):

• Assembly supervision: the system continuously checks
for different classes of errors, which can occur during
assembly. By relaying them to the computer display, it
warns the operator about errors in assembly procedure.

• Final assembly inspection: check whether the final
assembly is correct and returns assembly OK signal.
Complexity of this section depends on the inspection task
and is specific to particular object of assembly. For the
demonstrated valve assembly, the handle orientation is
checked as well as the screw whether it is tight or just
placed into the corresponding hole. For this purpose, the
depth information from stereo vision assists in verifying
relations between assembly components.

• Safety: the object detector continuously checks weather
the operator’s hands are present in SCSV field of view
and generates SCSV hands signal.

• Localization: since the operator is able to configure the
workplace according to preferences, the robot pick-
up holder can be positioned anywhere within the SCSV
field of view. The exact position of the assembled object
in 3D space is determined utilizing disparity and trian-
gulation principle.

In continuation of this chapter, we provide details of the
proposed system, including hardware setup, training of the
object detection model for assembly supervision, localiza-
tion, computation of safety score from the human skeleton

Fig. 1 a The VQSM system
setup. b The views of the Kinect
(3) and SCSV system (2). SCSV
system captures a stereo image
(1) of the assembly space (7),
which is part of the worktable
(8), and analyzes it by a deep
object detector. The analysis
results are displayed on the
screen (5) to provide visual
feedback to the operator. Safe
location for hands (6) and the
robot (4)
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Fig. 2 Functions and data flow in theVQSMsystem. The SCSV system
observes the assembly space and uses deep learning object detection to
locate and detect classes of interest, such as the operator’s hands and
assembly defects. At the end of the assembly process, classes related to
the quality of the finished part are also detected to determine if the part
is acceptable. Posture monitoring provides redundant safety by mon-
itoring the upper body skeleton and verifying that the hands are in a
safe location. The close range and posture monitoring signals are used

in decision making for robot control to determine what state the sys-
tem is in, i.e., empty workspace, manual assembly, assembly finished
workspace not safe, and robot action. The robot action is allowed when
both hands are in a safe position and the correctly assembled object is
in the pickup holder. The system does not require any specific gestures
from the operator to indicate the completion of the assembly process to
the robot

data, overall data processing, and definition of quality and
safety signals.

2.1 Close-viewmonitoring of manual work

The close-view monitoring of assembly space is carried out
using a Single Camera Stereo Vision (SCSV) system to per-
form object detection and quality control. The choice of this
systemwas based on the need for a small and compact vision
system where one image contains a view from two different
angles, eliminating the need for synchronizing and simulta-
neously capturing images from multiple cameras [26]. The
complete vision system from the hardware to image process-
ing is simplified to just one pipeline. Figure3 shows anoptical
setup of the SCSV system. Such an optical arrangement pro-
vides a close viewof the task, like that of aworker assembling
a product. The top view area, i.e., assembly space covered
by the SCSV measures approximately 200 x 300mm.

The SCSV system is calibrated using a checkerboard and
a camera calibration software [27]. Object coordinates in 3D
space are calculated using intrinsic camera parameters and

disparity as described in [28]. To facilitate robot localiza-
tion tasks, it is necessary to establish a common coordinate
frame between the work table and the robot. This is achieved
through a calibration processwith the checkerboard. Themir-
rors of the SCSV were fixed during all experiments.

Deep-learning based object detection

State-of-the-art deep learning-based object detection meth-
ods are grouped typically into single-stage or two-stage
methods. Two-stage methods, such as Faster R-CNN [29] or
MaskR-CNN[30], prioritize accuracybyfirst finding regions
of interests and then sending the region proposals down the
pipeline for object classification and bounding-box regres-
sion. Single-stage methods, such as YOLO [25] and SSD
[31], prioritize speed and treat object detection as a simple
regression problem by taking an input image and learning
the class probabilities and bounding box coordinates. Such
models are faster and are appropriate for real-time object
detection but suffer from lower accuracy rates compared to
two-stage models due to lower number of region proposals
for detection.
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Fig. 3 The camera’s image
detector (1) captures an image
produced by a lens (2). A 90°
prism (3), featuring mirrored
surfaces, splits the view field
into two directions. The views,
illustrated by light rays (7), are
directed to a common
observation point (5) by two
additional mirrors (4) rigidly
mounted in specific positions
and orientations. The mirrors (4)
are positioned and rotated to
ensure that the virtual positions
of the stereo cameras match an
approximate distance between
human eyes. The intersection of
the two views (5) and the depth
of field between the camera and
the worktable (6) ranges from
0.3 to 0.9 m

Fig. 4 Object class examples
and data split
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To reduce the labeling effort of the training dataset, other
methods designed to trainwith limited data could also be con-
sidered, such as few-shot [32] or weakly supervised object
detection, which has already been used for robotics applica-
tions [33]. Training with reduced data was not the key issue
of this research, and the VQSM system is envisioned to be
implemented in mass-production scenarios, where the same
product is manufactured in large quantities for a long time
and the data-labeling process pays off.

Object detection in VQSM system implements YOLOv3
[34] model as it reaches a good compromise between speed
and accuracy and has good real time capabilities. It assigns
multiple anchor boxes to feature maps in three different
resolutions. Small objects are accurately detected from the
anchors in low-level feature maps with small receptive fields
and large objects from the anchors in feature maps with large
receptive fields. YOLOv3 uses a powerful Darknet 53 as its
backbone with several sets of residual blocks. This single-
stage model can achieve similar accuracy as two-stage Faster
R-CNN while maintaining real-time efficiency.

Most HRC support systems usually focus on the aspect of
safe human-robot interaction and recognize classes related to
the human body or the robot. Quality-related classes should
be selected based on the manual task and quality require-
ments. To do this, the assembly process must be carefully
considered in advance to create a list of scenarios in which it
is correct and in which the operator has performed an incor-
rect action. Thus, the final list of object classes consists of
the correct states and, if possible, all incorrect states.

Sometimes, it is impossible to predict all errors in advance
because some errors are rare. In such cases, anomaly detec-
tion methods can help identify unusual cases. The assembly
process is an exception in this regard, as there are only a
limited number of variants where components might not fit
together properly or might be missing altogether. Further-
more, we have the ability to either simulate these errors in
reality or create synthetically rendered images from CAD
models, which means that large supervised learning datasets
can be created to support the desired capabilities.

For the demonstrated valve assembly task, the first group
of classes relates to assembly supervision and possible errors
in the assembly procedure: (1) missing handle, (2) miss-
ing screw, and (3) wrong handle orientation. The second
group of classes refers to the final quality inspection. Class
(4) is a correctly assembled valve, i.e., valve OK, class (5)
screw is used for disparity search to determine if the screw
is tightened. Safety-related class (6) denotes the operator’s
hand, i.e., hand (see Fig. 4). As mentioned above, the choice
of classes depends on the assembly task. If only a safety
function is required, the classes related to the operator’s
body parts and some potentially hazardous equipment are
needed.

Training of the object detector

As an input for training of the object detector, several
videos of valve assembly are captured with the help of four
operators (three men and one woman). The operators were
allowed to set up the workspace according to their prefer-
ences. The only stipulation was that the activities should take
place within the SCSV field of view. Each video contained
twoattempts of the valve assembly. In thefirst, operatorswere
instructed to intentionally assemble the valve incorrectly to
collect data for all object classes, and in the second, the task
was performed in the correct manner. The videos were cap-
tured in RGB color space with a resolution of 1920 x 1080
pixels and a frame rate of 10 frames/s.

A total of 3414 frames containing objects of interest were
extracted from the videos, manually labeled using Dark-
Label software, and used as the training dataset. Since the
images captured by the SCSV system contain a view from
two different angles, they were divided into two sub-images
corresponding to the left and right view, each with a half res-
olution of 920 x 1080 pixels. The 80-pixel wide gap between
them is excluded due to optical overlap. For each image,
only the left or right view image is labeled, with about half
of the labeled images belonging to each. Image augmentation
techniques are used to enhance the training dataset. Transfor-
mations include vertical and horizontal flipping, scaling of
exposure and saturation, hue rotation, and random cropping
at various scales. The scaling factors and hue rotation value
are drawn randomly from uniform distributions. The factors
for scaling exposure and saturation are between 2/3 and 3/2,
and the values for random hue rotation are between -36° and
36°. The random area of the crop with respect to the area of
the original image is between 1/4 and 1. By applying mul-
tiple transformations, seven additional images are created
from each original training image in each epoch, increasing
the number of training images from 3414 to 27,312.

The YOLOv3 model is trained for 60 epochs using the
Adam optimizing algorithm with the initial learning rate of
1e-4. The batch size is set to four, and for each batch, the
resolution of the input images randomly varied from 384 x
384 to 448 x 448 pixels with a step of 32 pixels. The training
process took about 11h on aNvidiaGeForceRTX2060GPU.

The performance of the object detector is evaluated on
a new dataset created from previously unused video (Test
dataset A1 described in Sect. 3). In this dataset, both left and
right view stereo images are labeled in each frame, result-
ing in a higher number of object instances per frame (see
Fig. 4, which shows the number of instances for each class
and the size of dataset). Using the standard average preci-
sion (AP) evaluation metric for object detection, the trained
object detector achieved values of 0.982 for themissing han-
dle class, 0.898 for missing screw, 0.735 for wrong handle
orientation, 0.945 for valve OK, 0.986 for screw, and 0.858
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Fig. 5 Disparity search for the
class screw. The object
bounding box predicted by the
object detector in the left stereo
image is used as a template T.
The bounding box of the same
object in the right stereo image
is enlarged by 20% and used as
the region of interest I

for the hand object class. The calculated mean average pre-
cision (mAP) for all classes was 0.901.

Inference and post-processing

The detector uses as input full-frame images containing
both the left and right stereo views. This means that only
one inference is required to detect the objects in both stereo
views,which is another advantage of SCSV.Before the image
is fed into the object detector, the left and right views are
separated by an 80 pixel wide vertical gray strip to remove
overlap effects. Then, the image is rescaled to 896 x 448 pix-
els and as such used as input to the detector. Predictions with
an objectivity score above 0.7 are used in further decision
making, and intersection over union (IoU) threshold of 0.5
is used for non-maximum suppression (NMS). Since object
detection for monitoring the assembly process is performed
simultaneously for both left and right stereo images, it is pos-
sible that different (conflicting) classifications will occur on
them. For that reason, the object with the lower objectivity
score is suppressed so as not to confuse the operator.

Disparity search

Inspection and localization for the robot pick-up tasks are
based on the disparity calculation. In the search for dispari-
ties, we rely on the bounding boxes of the object detector
predicted for the same object in the left and right stereo
images. The disparity search between the bounding boxes
only lacks accuracy. In order to improve disparity search
accuracy, a template matching method based on the nor-
malized correlation coefficient from OpenCV [35] is used.
Example of best matching result for the class screw is
depicted in Fig. 5.

Disparity of screw Ds is calculated between the center
x coordinates of the best match bounding box in the right
image xs,R and the left bounding box xs,T predicted by the
object detector:

Ds = xs,R − xs,T (1)

To determine whether the screw is tightened or not, the
disparities between the classes valve OK and screw are sub-

tracted:

Dt = Dv − Ds (2)

Disparity of the class valve OK, i.e., Dv , is determined in a
similar manner as is described for the class screw.

Experiments showed that the proposed system could cor-
rectly predict if the screw is tightened or not, with the
difference in Dt of an untightened screw being 18±0.5 pix-
els and of a tightened screw 14±0.5 pixels depending on
the rotation of the valve and the precision of the predicted
bounding boxes. In practice, this equals to approximately
4mm difference in depth. In subsequent system evaluation
experiments (Sect. 3), the threshold value of Dt is set at 16
pixels, i.e., if the calculated Dt is below the threshold, the
screw is considered tightened and assembly OK signal is set
to True.

2.2 Posture monitoring

The vision system for posture monitoring is positioned
toward the operator as depicted in Fig. 1 (3) to capture the
upper part of the body and to avoid robotic arm in obstructing
the line of sight to the operator. MS Kinect One (version 2)
was chosen as it provides a compact solution for industrial
environment and is used for various research purposes [36,
37]. The sensor provides an integrated full-HD RGB image
and 512x424 pixel depth image within 4.5m range, at 30
frames per second. Furthermore, it provides real-time moni-
toring of the human operator (human skeleton detection) by
tracking the movements of their limbs, i.e., hands and palms.

Figure6 illustrates monitoring of the body skeleton and
testing if the hands are in a safe location, what is indicated
by green circles in a safe location (a) and red elsewhere (b).
The x and y image coordinates of both hands as function of
time are plotted in (c). The Kinect hands safety signal K (d)
is determined as

K (t) = KR(t) OR KL(t) (3)

The right and left-hand safety signals KR(t) and KL(t)
take up 1 when the hand is inside the workspace and 0 in a
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Fig. 6 Kinect hands safety
signals: a hands in safe position;
b right hand inside assembly
space; c the system estimates
the position of each hand; d the
system generates hands safety
signals

safe location. For example, at 42 s, the right hand is inside
the assembly area as shown in (b), KR = 1, KL = 0, and the
Kinect hands signal is K = 1.

2.3 Decisionmaking for robot control

The Kinect system estimates the operator’s posture and pro-
vides the Kinect hands signal, which is 1 if the hands are
within the workspace and 0 if they are in a safe location. The
SCSV system monitors the assembly space for object detec-
tion and quality control, returning the SCSV hands signal,
which is 1 if the hands are within the assembly space and 0 if
they are not. The SCSV system also provides the Assembly
OK signal, which is 1 if the assembly is correct and 0 if not.

The system’s operation can be described using final state
machine methodology (see Fig. 7), with four different states
denoted as S0, S1, S2, and S3.

The S0 state corresponds to an empty workspace where no
hands or assembly parts are present.When hands are detected
by either vision system, the system transitions to state S1, in
which manual assembly is carried out until the assembly is
finished and recognized as OK. This triggers a transition to
state S2, where the assembly is OK and ready for robot task,
but theworkspace is not safe due to the presenceof hands.The
robot action is carried out in state S3, where the workspace is

safe and the assembly is OK. The system transitions to this
state when hands are out of workspace in a safe position and
the condition NOT (Kinect handsOR SCSV hands) is true. If
this condition is violated during the robot action, the system
transitions back to state S2 and robotmotion is holded. Signal
for robot motion expressed in Boolean’s logic is thus

Robot signal= NOT (Kinect hands OR SCSV hands)

AND (AssemblyOK ). (4)

Once the state S3 is reached, the robot approaches the
assembled object from the side at a safe distance above it,
based on the provided location by the SCSV system. The
robot then positions its gripper on top of the object andmoves
down to grasp it.We used a pickup holder to limit the orienta-
tion of the object. This entire pickup procedure is designed to
minimize the view obstruction of the operator for the Kinect
and SCSV system.

3 Evaluation of the VQSM system

Evaluation was performed by nine independent experiments
with three different human operators. The goal was to esti-
mate the system performance in terms of quality and safety
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Fig. 7 The system can be in four different states. The initial state S0
corresponds to an empty workspace where no hands or assembly parts
are present. To describe an additional states and the transitions between
them in the diagram, we introduce short abbreviations for the signals
as follows: K for Kinect hands, monitored by the wide-view system, S
for SCSV hands, and A for Assembly OK, which are both monitored by
the close-view system. When hands are detected by one of the vision
systems (K OR S), the system enters the S1 state, where manual assem-
bly is performed. It remains in this state until assembly is complete and
the object detector detects it as OK A=1. This triggers the transition

to the S2 state, where the part is OK and ready for the robot task, but
the workspace is not safe due to presence of hands. The robot action is
performed in the S3 state, where the workspace is safe and the assembly
is OK. The transition to this state occurs when the hands are in a safe
position and the condition NOT (K OR S) is satisfied. If this condition
is violated at any time during the robot motion, e.g., if the operator’s
hands are no longer in a safe position, the system returns to the S2 state
and the robot is hold. The action is resumed after the workspace is safe
again. When the robot action is finished, which is signaled by the robot
controller RR=1, the system transits back to initial S0 state

monitoring as defined in Sect. 3.1. The human operators are
referred to as persons A, B, and C. None of them partici-
pated in the acquisition of the training data set of the object
detector. Each operator performed three experiments, e.g.,
A1-A3, with 2 valve assembly attempts in each. Persons A
and B were experienced operators who were familiar with
the operation of the VQSM system and with the process of
assembly. To simulate unpredictable behavior more realisti-
cally, operator C was completely inexperienced and did not
know the operation of the system or the assembly procedure.

The operator was provided with the required assembly
parts, e.g., a valve body, a handle, a fixing screw and tools
like a screwdriver, and two holders. The assembly holder
was provided to support the valve body during the assem-
bly, while the pick-up holder was raised by approximately
100mm above the table and is used for holding the valve
during the final inspection, localization, and robot pick-up
task. The operator could freelymove assembly parts and tools
within the assembly space. The correctmanual assembly pro-
cedure is shown in Fig. 8.

Experimental scenarios were carefully designed for each
of the experiment. Person A intentionally made planned mis-
takes during assembly to create a data set to evaluate the
assembly supervision and final assembly inspection aspect
of the VQSM system. He was consistent in putting his hands
in a safe location when the assembly was complete.

Person B worked according to the assembly instructions
for all experiments but intentionally kept his hands in the

workspace for an additional 1–3s each time after removing
them from the assembly space.

Person C received incomplete instructions. Before the
first experiment, C1, the person saw the correctly assembled
valve and where it must be placed at the end. There was no
additional information or help from the assembly supervi-
sion. Consequently, he was unable to successfully assemble
the valve, and experiment C1 was terminated prematurely.
In experiment C2, the operator was allowed to observe the
SCSV predictions during assembly and cautioned to keep
his hands in a safe location at the end. In experiment C3,
detailed oral instructions were provided on the assembly
procedure.

The evaluation was performed on the same experimental
setup used to record the training dataset, since the environ-
ment in an industrial setting is usually also highly controlled
and conditions such as worktable (background in our case)
and other external conditions that could degrade the perfor-
mance of the object detector do not vary substantially.

Figure9 shows signal graph for all experiments A1-C3
stacked in the horizontal axis. Vertical black doted lines
mark the separation between different experiments. Vertical
axis shows different signals, blue lines represent predicted
positive values, and red their positive ground truths. Success-
ful prediction occurs when prediction overlaps with ground
truth, i.e., the red and blue line of the same class occur at the
same time, and it is unsuccessful when it does not, i.e., only
red or only blue.
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Fig. 8 Processed images
captured by the Kinect (top) and
SCSV (bottom) systems during
experiment A1, illustrating the
valve assembly process: a the
valve body is placed into the
assembly holder, b the handle is
attached in the correct
orientation, and c it is secured
with a screw by placing it into
the corresponding hole and
manually tightening it with a
screwdriver. Finally, d the
assembled valve is moved into
the pick-up holder

Below are some more details about signal capture. The
SCVS videos are recorded at a frame rate of 10 fps, and
Kinect signals are downsampled from 30 fps to 10 fps by
averaging to enable data fusion. The safety-related signals
Kinect hands and SCSV hands are labeled and processed
at 10 fps for fast response, because robot motion must be
terminated immediately in unsafe situations.

Since manual assembly is a relatively slow process and
the image scene does not change much between frames at a
frame rate of 10 fps, the videos are additionally downsam-
pled to 1-second sections. Processing the input videos into
1-second sections reduces the noise of the signals and makes
the labeling process more convenient. Ground truth in videos
is labeled according to the following rule: if some class of
interest occurred in any frame within 1-second, the ground
truth label for a complete 1-second section is assigned to
that class. If two or more classes occurred within 1-second
section, the prevailing class is labeled as the ground truth.
Assembly supervision and final assembly inspection signals
are generated by averaging class scores within 1-second sec-
tion, and the class with the highest average score is assigned
to it.

3.1 Target criteria for evaluation of the proposed
system

By comparing predicted and ground truth sections, the num-
ber of true positive (TP), true negative (TN), false positive
(FP), and false negative (FN) instances is counted for each
signal. Typical classification evaluationmetrics are precision,
recall, and F1 score. Precision represents the ratio between
the true positives and the total number of positive predictions:

precision = T P/(T P + FP) (5)

Precision is the more important metric when false detections
are costlier than overlooked cases. Recall is the ratio between
the TP and the total number of labeled positive instances:

recall = T P/(T P + FN ) (6)

Recall is more important when the overlooked detections
are costlier than false predictions. F1-score combines recall
and precision into a single measure and is calculated as the
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Fig. 9 Signal graph for experiments A1-C3 stacked in the horizontal
timeline. The vertical axis shows different signals, blue lines represent
predicted positive values, and red their positive ground truths. Success-
ful prediction occurs when prediction overlaps with ground truth, i.e.,
red and blue line of the same class occur at the same time, and unsuc-
cessful when it does not, i.e., only red or only blue line occurs. Signals

related to final assembly inspection (assembly OK) and assembly super-
vision (missing handle, missing screw, wrong handle orientation, valve
OK) are colored in lighter shades of red and blue, and signals related
to safety are in darker shades (SCSV hands, Kinect hands, workspace
safe, robot signal)

harmonic mean of both metrics:

F1-score = 2T P/(2T P + FP + FN ) (7)

The common classification measures for critical and non-
critical error rate evaluation are also false positive rate (FPR)
and false negative rate (FNR):

FPR = FP/N (8)

FN R = FN/P (9)

Assembly supervision is treated as a multiclass classifi-
cation problem since the object being assembled can only

be in one particular state at any moment during the manual
assembly. For assembly supervision, precision is identified
as the relevant metric. Incorrect predictions are costlier than
overlooked cases since they have the potential to confuse the
operators and make them take incorrect actions.

Final assembly inspection is treated as a binary classifi-
cation problem, since the only output signal of interest is
whether the object is correctly assembled or not. In the valve
assembly scenario, this combines the valve OK class and the
appropriate Dt value. The assessment of quality was based
on the critical error rate, which is determined by the false pos-
itive rate. This rate corresponds to the ratio between falsely
classified instances as assembly OK and the number of all
instances of incorrectly assembled objects.

Table 1 A confusion matrix for object detection classes relevant to the assembly supervision task

True class
Missing handle Missing screw Wrong handle orientation Valve OK

Predicted class Missing handle 34 2 0 0

Missing screw 0 80 9 1

Wrong handle orientation 0 1 106 7

Valve OK 0 2 2 217
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Safety assurance is also treated as a binary classification
problem, since the only information of interest is whether
or not there is a risk of collision with the operator. The
hand detection signals SCSV hands and Kinect hands are
first analyzed independently. Here, the critical error rates are
represented by the calculated false negative rates, that is, how
many unsafe instances were not successfully detected rela-
tive to all unsafe instances. The safety signal workspace safe
combines hand detection signals from both systems using
logic NOR function. Therefore, in this case, the critical error
rate is represented by the calculated false positive rate, that
is, how many unsafe instances is classified as safe in relation
to all unsafe instances.

Robot signal is the final signal received by the robot, and
it combines workspace safe with the assembly OK signal.
The assessment of the VQSM system safety was based on
the critical error rate of the robot signal and is represented
by the calculated false positive rate.

3.2 Evaluation of assembly supervision

In this section, we aim to evaluate the performance of the
SCSV system in terms of assembly supervision. Table 1
shows the confusion matrix for all classes relevant to assem-
bly supervision task. The relevant performancemetrics recall,
precision, and F1 score are shown in Table 2. Assembly pre-
cision is calculated as a weighted average across all classes.

Tests have shown that the precision is affected by sev-
eral phenomena, e.g., missing or incorrect predictions due to
partial occlusion of objects by the hands during the assembly
process, as shown in right image in Fig. 10a. In addition, there
are also misclassifications that occurred in some ambiguous
cases even though there was no obvious occlusion of the
object. Such an example can be seen in the right image in
Fig. 10b, where the valve with the handle mounted in the
wrong orientation and a missing screw was classified as a
valve with missing screw, although priority should be given
to the classwrong handle orientation as indicated in the train-
ing data set.

Sometimes, when the hand is holding a screwdriver, a
lack of hand prediction occurs or the screwdriver is confused

Table 2 Recall, precision, and F1-score for classes relevant to assembly
supervision task and their weighted averages

Precision Recall F1 - score

Missing handle 0.919 1 0.958

Missing screw 0.851 0.952 0.899

Wrong handle orientation 0.922 0.883 0.902

Valve OK 0.982 0.96 0.971

Assembly precision 0.94 0.943 0.938

Fig. 10 An example of prediction failure: a objects are not detected on
the right image due to partial occlusion by hand; b class missing screw
assigned on the right image even though priority should be given to the
class wrong handle orientation

with a hand due to the similar color and size when the palm
is upright.

3.3 Evaluation of final assembly inspection

Table 3 shows the confusion matrix for the signal assembly
OK. The notation positivemeans that the valve was correctly
assembled and the screw tightened, and negative that it was
not. The calculated metrics for the signal assembly OK are
shown in Table 4.

The results show that the signal assembly OK has a low
critical error rate. False-positive signals occurred when the
operator transferred the valve from one fixture to another,
resulting in the inability to calculate the disparity Dt due to
unconventional alignment of the assembled part in the pick-
up holder or due to partial occlusions. Although some critical
errors can be made during final inspection of the assembly,
they never overlap with the robot signal because the opera-
tor’s hands are still inside the assembly space. However, the
assembly OK signal has a higher non-critical error rate due
to numerous false-negative predictions. These predominate
in the phase in which the operator has just placed the valve

Table 3 Confusion matrix for the assembly OK signal

True class
Positive Negative

Predicted class Positive 93 5

Negative 10 692
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Table 4 False positive rate,
false negative rate, precision,
and recall for the signal
assembly OK

FPR FNR
(Critical error rate) (Non-critical error rate) Precision Recall

Assembly OK 0.007 0.097 0.948 0.902

in the robot’s pick-up holder, covering the valve again or
moving the pick-up holder with their hands.

3.4 Evaluation of safety

Table 5 shows the confusion matrix for the signals SCSV
hands and Kinect hands in-dependently in the first two rows.
The third row shows the workspace safe signal, which is
a logical NOR combination of the SCSV hands and Kinect
hands signals, and the last row shows the robot signal. The
notation positive for SCSV hands and Kinect hands signals
indicate that the hands were present, and negative indicates
that they were not. In case of the workspace safe signal,
the notation positive marks that the workspace is safe, and
the notation negative indicates that the workspace is unsafe,
while robot signal additionally considers the signal from the
final assembly inspection. The notation positive denotes that
all conditions are met for the robot to pick up the valve, and
the notation negative indicates that they are not.

The calculatedmetrics for safety-related signals are shown
in Table 6. The critical error rates for each signal are high-
lighted in red. The SCSV hands signal has the lowest critical
error rate. However, there were some cases where the oper-
ator’s hand was partially inside the assembly space but was
not detected because the operator had a screwdriver in his
hand, as explained earlier in Sect. 3.2 or due to optical over-
lap of the stereo images. False positive predictions occurred
frequently when an object other than a hand was detected,
such as the screwdriver, which is often seen in the opera-
tor’s hand and has a similar color to the palm. Compared
to SCSV predictions, the Kinect hands signal has a slightly
higher critical and non-critical error rate. Experiments have
shown that the Kinect system had problems determining the

precise joint position for some operators sitting with their
lower body covered.

The combined signal workspace safe means that there
are no body parts in the workspace and no risk of collision
between the robot and the operator. Table 5 shows the confu-
sionmatrix for the resultingworkspace safe signal, where the
notation positive indicates theworkspace is safe and the nota-
tion negative shows that it is unsafe. This signal has a lower
critical error rate than the standaloneKinect systembut is still
larger than the standalone SCSV system because the SCSV
system only observes a smaller portion of the workspace.

Before the robot is allowed to move, another condition is
considered. The assembly must properly performed. Table
5 shows the confusion matrix for the resulting robot sig-
nal, where the positive notation means that all conditions
are met for the robot to pick up the valve, and the negative
notation means that they are not. The additional condition
of a correctly assembled valve lowers the critical error rate
and prevents the robot from moving if the valve is not
mounted correctly. When this condition is met, the opera-
tor also expects the robot to move and is more alert to the
possibility of a collision.

4 Discussion

The experimental results can be summarized as follows:

• The SCSV system (i) provided the operator with visual
aid for the assembly at 94% average precision, (ii) reli-
ably inspected the final assembly with a low critical error
rate of 0.7%, and (iii) ensured a safe assembly space by
hand detection with a critical error rate of 1.1%.

Table 5 Confusion matrix for
safety signals

True Class
Positive Negative Signal

Predicted class Positive 5195 3

Negative 58 2795 SCSV hands

Positive 6687 58

Negative 95 1211 Kinect hands

Positive 1211 86

Negative 58 6696 Workspace safe

Positive 430 25

Negative 17 7579 Robot signal
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Table 6 False positive rate, false negative rate, precision, and recall for
signals

Signal FPR FNR Precision Recall

SCSV hands 0.001 0.011 0.999 0.989

Kinect hands 0.045 0.014 0.991 0.986

Workspace safe 0.013 0.045 0.934 0.954

Robot signal 0.003 0.038 0.945 0.962

• The wide-angle Kinect ensured a safeworkspace by esti-
mating human posture and hand location with a critical
error rate of 1.4%. High critical errors rate is a conse-
quence of a partial occlusion of the lower half of the
human body and strong ambient light.

• The combined VQSM system improves hand detection
in the workspace to a critical error rate of 1.3%.

• The addition of assembly inspection capability improves
the safety of the VQSM system by allowing the robot
to move only after a properly assembled object has been
placed in its designated holder and no hands are in the
work area. The critical error rate was improved to 0.3%.
The errors were short lived and occurred during tran-
sitions between safe and unsafe conditions when only
a small portion of the human body was present in the
workspace. There was practically no likelihood of a col-
lision between the operator and the robot.

Table 7 summarizes the critical error rates for signals
related to safety. Since SCSV system that produces SCSV
hands signal supervises a narrower assembly space, only
Kinect hands,workspace safe, and robot signal safety signals
are directly comparable.

We applied proportion Z-test to test significance of differ-
ences, and all P-values are below risk level α = 0.05, that
is, proportions are statistically different.

Although the SCSV system exhibits high precision and
low critical error rates, its field of view limits hand detec-
tion to assembly space only and does not cover complete
workspace. For that reason, the Kinect system is used to per-
form supervision of a human posture in a larger working
area. However, experiments showed that the Kinect system
sometimes has trouble estimating the precise joint position

Table 7 Safety assessment in terms of critical error rates for indepen-
dent signals and the combined VQSM system

System Critical error rate

Kinect hands FNR = 1.4%

SCSV hands FNR = 1.1%

Workspace safe FPR = 1.3%

Robot signal FPR = 0.3%

due to the operator’s sitting position with the lower part of
the body occluded from view. It is also widely accepted that
Kinect systemdoes not performwell in the presence of strong
ambient light [38]. These issues could be reduced by using
alternatives to the Kinect sensor, e.g., the Intel RealSense
sensor, which uses either time-of-flight or IR stereo vision-
based estimation of depth, or Microsoft Kinect Azure, which
also uses time-of-flight technology. For human skeleton esti-
mation, these sensors would be paired with deep learning
models. Such changes would provide additional flexibility in
optimizing human recognition, but at the cost of additional
hardware and system complexity.

The assembly supervision and final assembly inspection
in 1-second time sections do not represent real-time opera-
tion (10 frames/s) of the VQSM system, but rather operation
with a 1-second delay before a decision is made. It should be
noted that robot motion is still interrupted at any moment in
high framerate if a single frame with a hand is detected by
either system. The 1-second delay for initiating robot motion
after part inspection and reaching a safe condition is accept-
able. The evaluation based on 1-second video sections is also
fully justified in terms of assembly supervision, since the
operator is unlikely to make a wrong decision based on a sin-
gle wrong prediction, but is likely to decide according to the
prevailing predictions and ignore the noise. Improvements in
assembly supervision and final inspection could be achieved
by providing additional training data for the object detector.
Manually collected and labeled data in a real environment,
as demonstrated in this work, or multiple instances of cor-
rectly and incorrectly assembled objects could be artificially
generated using CAD models of the product. This approach
is worth exploring in the future as it could provide a large
amount of training images and reduce the effort required for
human labeling. Thus, the assembly supervision presented in
this paper is a viable option for many variations of different
products.

The experiments that included operator C show that the
displayed predictions of the SCSV system can be a good
help for an inexperienced worker. Without the predictions
displayed during experiment C1, the operator assembled the
valve incorrectly and did not figure out what the error was
(incorrect handle orientation).When the operatorwas shown
the predictions during experimentC2, hewas able to use them
to identify the errors during assembly and correctly assem-
ble both valves (the first assembly attempt took 81s and the
second took 46s). When the operator was given additional
instructions and already had some experience, the assembly
times in trial C3 improved significantly (first trial 29 s and
second trial 24 s). Since valve assembly is a relatively sim-
ple task, we cannot measure any improvement in efficiency
for the experienced operators, but such a system could be
invaluable in more complex operations or in training new
operators.
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5 Conclusions

In this study, we present a VQSM system for human-robot
cooperation. The system ensures the safety and enables qual-
ity control during the execution of work operations and the
final product. The installation of the system and the impact of
the sensors on the operator and the workspace are minimized
by using a compact SCSV system for close observation of the
manual task and a wide-angle Kinect for posture monitoring.

The operation of the system was demonstrated and evalu-
ated using an industrial case study for manual assembly. The
YOLOv3 object detector successfully predicted all classes
of interest and proved to be a suitable choice for quality and
safety-related tasks due to its high accuracy and low crit-
ical error rates. This confirms the premise that supervised
learning is a highly efficient method when used for assembly
supervision, as we want to detect quality features that have
been defined in advance by experienced personnel.

Experimental results show that in terms of safety, neither
the SCSV nor the Kinect performs ideally as a standalone
system, but our approach demonstrated improved perfor-
mancewhen the twowork in parallel. The safety signals from
both systems are logically fused, and the resulting signal
improves the critical error rate of hand detection through-
out the workspace. The risk of the robot colliding with the
operator in the assembly space is practically non-existent,
especially when the condition of a correctly assembled part
is considered. Since the operator does not have to make any
special gestures when assembling the object but only places
his hands in a safe place, the ease of use and intuitiveness is
considered high.

Future researchwill take advantage of existing CADmod-
els of the objects being assembled to create images for
training the object detector, hence reducing the need for
manual labeling, since synthetically rendered images can
increase the performance of deep learning models [39]. Such
an approach could also prove useful in other areas, e.g.,
in production planning when taking into account assembly
times or when analyzing videos for possible bottlenecks in
various processes.
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