
Receding-Horizon Prediction of Vehicle Velocity
Profile Using Deterministic and Stochastic Deep
Neural Network Models

Topić, Jakov; Škugor, Branimir; Deur, Joško

Source / Izvornik: Sustainability, 2022, 14, 10674 - 10694

Journal article, Published version
Rad u časopisu, Objavljena verzija rada (izdavačev PDF)

https://doi.org/10.3390/su141710674

Permanent link / Trajna poveznica: https://urn.nsk.hr/urn:nbn:hr:235:557695

Rights / Prava: Attribution 4.0 International / Imenovanje 4.0 međunarodna

Download date / Datum preuzimanja: 2024-07-29

Repository / Repozitorij:

Repository of Faculty of Mechanical Engineering 
and Naval Architecture University of Zagreb

https://doi.org/10.3390/su141710674
https://urn.nsk.hr/urn:nbn:hr:235:557695
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://repozitorij.fsb.unizg.hr
https://repozitorij.fsb.unizg.hr
https://repozitorij.unizg.hr/islandora/object/fsb:10812
https://dabar.srce.hr/islandora/object/fsb:10812
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Abstract: The paper firstly proposes a deterministic deep feedforward neural network model aimed
at predicting the city bus velocity profile over receding time horizon based on the following inputs:
actual vehicle position, actual velocity or short-term history of vehicle velocities, time of day and
day of week. A systematic analysis of the influence of different input subsets, history interval
length and prediction horizon length is carried out to find an optimal configuration of NN model
inputs and hyperparameters. Secondly, a stochastic version of neural network prediction model
is proposed, which predicts expectations and standard deviations of velocity patterns over the
receding time horizon. The stochastic model prediction accuracy is verified against the recorded test
dataset features, as well as by comparing the predicted velocity expectation with the deterministic
model prediction and correlating the predicted velocity standard deviation with deterministic model
prediction uncertainty metrics. The verification results indicate that: (i) the deterministic model
velocity prediction accuracy is characterized by the R2 score greater than 0.8 for the prediction horizon
length of 10 s and remains to be solid (greater than 0.6) for the horizon lengths up to 25 s; (ii) the
actual vehicle position and the velocity history are the most significant input features, where the
optimal value of history interval length lies in the range from 30 to 50 s; (iii) the stochastic model
have only slightly lower accuracy of predicting the velocity expectation along the receding horizon
when compared to the deterministic model (the root mean square error is higher by 2.2%), and it
outputs consistent standard deviation prediction.

Keywords: velocity prediction; city bus; deep neural networks; stochastic model; experimental
verification

1. Introduction

The design of an optimal energy management strategy of a plug-in hybrid electric
vehicle (PHEV) is aimed at minimizing the fuel/energy consumption, while providing
a high level of driving comfort and long battery life [1,2]. As such, it can benefit from
knowing oncoming driving cycle time profiles, including those of vehicle velocity, road
slope, ambient conditions, and similar. For instance, global optimization of PHEV control
trajectories, used to establish performance benchmark, requires knowledge of the entire
driving cycle in advance [3]. In online control strategies, the control trajectory is carried
out over a receding time horizon, typically through Model Predictive Control (MPC) [4].
The main driving cycle-related feature relates to velocity time profile [5] because it directly
translates into the power requirements for a particular vehicle. There are strong inherent
uncertainties in predicting the vehicle velocity, which are associated with the stochastic-
ity of traffic environment (due to traffic congestion, traffic lights and signs, pedestrians
crossing the road, etc.), and which make the formulation and execution of prediction task
challenging [6–8]. To summarize, recent research efforts in the field of PHEVs, and in
general intelligent vehicles, have been focused on the development of advanced predictive
vehicle control strategies, which require accurate and at least short-term predictions of
future vehicle velocity profiles [9].
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1.1. Literature Review

Due to the stochastic nature of driving cycles, it is difficult to perform accurate vehicle
velocity prediction using traditional time series prediction approaches based on the linear
regression models, such as ARIMA model [9]. Therefore, more sophisticated models
have commonly been used in literature to predict the vehicle velocity, with emphasis
on Markov chains and artificial neural networks (NN) [10]. In [8], the authors use the
vehicle geographical coordinates, velocity, departure date and time, and historical data
from a traffic database as inputs to a long short-term memory (LSTM) NN that predicts
velocity on a particular road segment. Despite a rich set of input variables, a relatively
rough prediction accuracy was obtained due to the insufficient amount of data used for
prediction model training. A somewhat different approach is employed in [11], where
an advanced Evolutionary Least Learning Machine (E-LLM) tool is proposed to predict
the velocity sequence over a given time horizon, and where an exceptional prediction
accuracy is reported, but for a very limited set of test-driving cycles. In [12], the authors
systematically compare the performance of different prediction models divided in two main
categories: (i) deterministic models that predict velocity expectation, and (ii) stochastic
models that predict the entire velocity distribution. Numerous input data are used therein
to parameterize prediction models, including vehicle internal data (CAN bus data) and
external data, such as traffic light positions and stop signs and upcoming bends (on-board
radar and traffic database). In [13], different designs of multivariate Markov chains for
vehicle velocity prediction are systematically compared, and an approach based on multiple
transition probability matrices (TPM) is proposed, where each TPMt serves to predict the
vehicle velocity t steps away in the future. The main advantage of the NN approach is the
ability to automatically learn complex underlying patterns, i.e., non-linear relationships
between input features, from the available data [9]. In addition, the NN approach has no
limit on the number of input features as opposed to the alternative models based on Markov
chains, where the TPM size increases exponentially with the number of input features.

In some studies, vehicle velocity prediction is performed in the position domain [14,15],
since uncertainties related to road geometry (bends), traffic lights, bus stops, etc., are directly
associated with position rather than time domain. In these approaches, different prediction
models are typically combined for better prediction accuracy. For example, in [14] a Markov
chain is combined with a NN model, and it is claimed that the combined model improves
the prediction accuracy by approximately 25% on average when compared to the individual
prediction models. In [15], the velocity profiles are predicted by using a stochastic Markov
chain-based model, with vehicle velocity limits determined by applying statistical methods
to recorded driving data along the considered route. The main disadvantage of position
domain prediction comes from the fact that MPC systems require time profiles of predicted
velocity, whereby the process of transforming profiles from the position domain to the time
domain is not ambiguous, especially at the zero-velocity singularity point.

The velocity prediction models are typically tested in terms of prediction accuracy,
execution time, and predictive control performance [9,10]. For example, in [16] the PHEV
fuel consumption reduction performance is assessed for the following three cases: (i) full
driving cycle knowledge, (ii) perfect velocity predictions on a receding horizon of 10 s,
and (iii) actual velocity predictions on a receding horizon of 10 s obtained by applying
LSTM NN model. The common metrics, such as root mean square error (RMSE), mean
absolute error (MAE), and a coefficient of determination, i.e., R2 score between the actual
and predicted velocity profiles are commonly used as prediction accuracy indicators.

1.2. Problem Statement

The design of PHEV powertrain configuration and associated control strategy can
be more effective if the driving cycles utilized are more realistic and/or if the driving
route is known in advance and/or if the statistical features of driving cycles are known
from historical traffic data [17,18]. A priori knowledge of driving route and a rich set
of historical data are regularly available in delivery and public transport systems due to
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known and often repeating driving schedules [19]. This makes the delivery and public
transport vehicles suitable for the application of predictive control strategies [20]. To make
the control strategy effective and viable, the velocity prediction models should be accurate,
robust, and computationally efficient [21].

In the authors’ recent conference publication [22], a NN-based static stochastic model
(labelled as NN-STC; see Figure 1a) has been proposed for predicting vehicle velocity
distribution along a regular city bus route. The NN-STC relies on the vehicle position dk
(i.e., the travelled distance from the departure station) as the only input feature and is
capable of predicting the velocity probability distribution at different positions, P

(
ṽj | dk) ,

based on historical city bus tracking data. Although the analysis of NN-STC prediction
accuracy have pointed to solid model performance in terms of capturing the recorded
velocity distribution expectation and deviation (Figure 1b), it is evident that the single-
input model is not capable to accurately predict individual, actual, and future velocity
values. As such, the NN-STC model is not suitable for MPC applications. To overcome this
weakness, the model should be extended with richer traffic information in terms of taking
into account a wider set of model inputs and history of inputs, and formulating the output
as a deterministic or stochastic velocity time profile over receding horizon, which is the
main topic of this paper.
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Figure 1. Illustration of previously proposed static stochastic neural network (NN-STC) model [22]
for predicting city bus velocity distribution along route (a), including related testing results (b).

1.3. Research Aim and Contributions

Based on the above state-of-the-art review, it may be concluded that the existing
approaches to vehicle velocity prediction typically demands a multitude of input data,
such as on-board radar data and traffic database [9,12], which are often unavailable in
vehicles. Additionally, despite a rich set of input features used, the testing results of
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prediction models are mostly given only for a very limited set of test-driving cycles [8,11].
Finally, the prediction models are typically designed for the case of a generic route, thus
relying only on the vehicle velocity and acceleration states as the main driving cycle-related
input features [10,13]. As such, they do not consider the vehicle position state as an
additional input feature that may significantly contribute to the vehicle velocity prediction
accuracy [15], particularly for the vehicles operating over prescribed routes (such as city
buses considered herein).

To this end, the paper proposes and systematically tests deterministic and stochastic
NN models for predicting city bus velocity time profiles on receding horizon based on
readily available vehicle data, which include actual vehicle position, actual vehicle velocity
or velocity history sequence, time of the day, and day of the week, while the outputs
contain sequence of vehicle velocities over the receding time horizon, including the velocity
standard deviation in the case of a stochastic model.

The main contributions of this paper include: (i) design and comprehensive assess-
ment of deterministic and stochastic variants of data-driven model for predicting vehicle
velocity on receding time horizon, which is suitable for application in various intelligent
transport systems based on the vehicle data only; and (ii) approach to in-depth analysis of
the proposed models’ prediction accuracy aimed at finding the most suitable model config-
urations and hyperparameters in terms of selecting relevant input features and setting the
velocity history interval and prediction horizon lengths.

The remaining part of the paper is organized as follows. Section 2 describes the overall
procedure of city bus driving cycle recording and pre-processing for the need of training,
validation, and testing of the proposed vehicle velocity prediction models. Section 3
presents the deterministic velocity prediction model, including a comprehensive analysis
of prediction accuracy with respect to different sets of model hyperparameters. Section 4
introduces the stochastic velocity prediction model and presents a comparative analysis
of its expectation prediction accuracy with respect to deterministic model. Concluding
remarks are given in Section 5.

2. Description of the Recorded Dataset
2.1. Recorded Driving Cycles

The driving cycles have been collected on a set of 10 city buses of the same type (MAN
Lion’s City NL 323) operating in the city of Dubrovnik [23]. Data recording was performed
continuously for a period of six months by using a commercial GPS/GPRS vehicle tracking
device installed on selected buses. The sampling time was set to one second to ensure
sufficient data density with respect to the dynamics of vehicle velocity change. The relevant
GPS recorded data include:

• Bus garage number;
• Timestamp;
• Bus geographical coordinates;
• Bus longitudinal velocity;
• Cumulative distance travelled (from odometer).

The data related to circular route Babin kuk–Pile–Babin kuk are considered herein,
because this route has a relatively long length and stretches over different parts of the city.
The recorded driving data have been segmented into driving cycles, where each driving
cycle is defined by a time series of vehicle velocity and distance travelled between the two
end stations, here Babin kuk and Pile. The driving cycles were filtered primarily to select
those that do not include GPS signal losses or outliers. The criteria that a driving cycle
needed to meet to be declared valid included:

(1) The driving cycle follows the reference route trajectory, i.e., no detours are acceptable;
(2) The time difference between each pair of consecutive driving cycle samples is equal

to the nominal sampling time, i.e., 1 s;
(3) The initial and final velocity of the driving cycle is equal to zero;
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(4) The vehicle acceleration values are within the interval of [–3, 3] m/s2;
(5) The total number of numerically undetermined values (NaN) is zero;
(6) The proportion of the dwell time samples to the total number of samples is less

than 75%.

This filtration procedure has resulted in the total number of 2313 (91.6%) valid recorded
driving cycles.

Figure 2 shows ten randomly selected valid driving cycles in the time and vehicle
position domains. The variability of velocity time profiles is due to variations in traffic
conditions along the day (Figure 2a). The velocity profiles are more predictable when
expressed in the vehicle position domain (Figure 2b) because characteristic road features
(e.g., traffic light, bus stops, open road segments, etc.) are spatially determined.
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kuk–Pile: velocity vs. time (a) and velocity vs. travelled distance (b) profiles.

2.2. Preparation of Training, Validation, and Test Datasets

The full set of 2313 valid driving cycles consists of a total set of 1,908,209 recorded data
samples/points. Due to the complexity of the prediction task, learning the NN model on
such a wide set of recorded data (≈2 million samples) can be a computationally demanding
in terms of NN training time. Therefore, the following method of isolating a reduced set of
data samples has been applied [22]: by passing through every 5th consecutive recorded
time step ti,k; k = 1, 6, 11, . . . , K for every i-th recorded driving cycle, a single sample is
randomly selected from each consecutive time interval Ti,k ∈ [ti,k, ti,k+5] and stored in the
set U = {u1, u2, . . . , un}. As shown in Figure 3, each selected time sample tk represents the
reference point rk from which the Hh history and Hp future discrete velocity values are
taken with the original sampling time of 1 s (vectors vh,k and vp,k, respectively), including
the data on vehicle position dk, time of day tk, and day of week wk.



Sustainability 2022, 14, 10674 6 of 20

Sustainability 2022, 14, 10674 6 of 22 
 

respectively), including the data on vehicle position 𝑑௞, time of day 𝑡௞, and day of week 𝑤௞. 
The above pre-processing procedure results in the final/reduced set of 382,553 data 

samples, which forms NN input dataset 𝒳 ∈ ℝଷ଼ଶ,ହହଷ ୶ (ு೓ାଷ)  and target values 𝒴 ∈ℝଷ଼ଶ,ହହଷ ୶ ு೛. The datasets 𝒳 and 𝒴 are scaled to the interval [0, 1] according to the prin-
ciple of min–max normalization and randomly divided into sets for NN model training 
(70% of samples), validation (15% of samples), and testing (15% of samples). The training 
dataset is used for the initial training/parameterization of the proposed models. The vali-
dation dataset is used for tuning the model’s hyperparameters and preventing of model 
overfitting. The test dataset is used to provide an unbiased evaluation of the final model 
on the previously unseen data. 

 
Figure 3. Illustration of the process of generating input-output datasets 𝒳 and 𝒴, necessary for 
training, validation, and testing of NN-based velocity prediction models. 

3. Deterministic Vehicle Velocity Prediction Model 
3.1. Modelling of Deep Neural Network with Deterministic Output 

The deterministic velocity prediction model, hereinafter referred to as NN-DET, is 
based on the deep feedforward NN, whose architecture is shown in Figure 4. Inputs to 
the NN-DET model include data on the current vehicle position (𝑑௞), the current vehicle 
speed 𝑣௞ (or velocity history 𝒗௛,௞, as an alternative), the time of day 𝑡௞, and the day of 
week 𝑤௞. The output from the NN-DET model is the vector of predicted vehicle velocities 𝒗ෝ௞ = ൣ𝑣ො௞ା௝൧; 𝑗 = 1,2, … , 𝐻௣, on the receding time horizon of length 𝐻௣, where the index 𝑘 
denotes the discrete time step of the input state 𝑋௞ = ሼ𝑑௞, 𝑣௞, 𝑡௞, 𝑤௞ሽ (see Section 2). The 
NN-DET model consists of an input layer that receives 𝑀 = 4 input variables/features, 
four fully connected hidden layers containing 256, 128, 64, and 32 hidden neurons, and an 
output layer of 𝐻௣  elements. Note that if the vehicle velocity history vector 𝒗௛,௞ =ൣ𝑣௛,௞ିு೓ାఫ̃൧, 𝚥̃ = 1,2, … , 𝐻௛, is used as the second input to NN-DET instead of the current 
velocity 𝑣௞, then the number of inputs of NN-DET model increases by 𝐻௛ − 1, which, 
consequently, increases the model complexity in terms of total number of adjustable 
model parameters. The hidden layers use the ReLU activation function, while the output 
layer contains the linear activation function [24]. The discrete time window lengths 𝐻௛ 
and 𝐻௣  represent hyperparameters, whose optimal values need to be determined 
through separate analysis. 

To solve the regression problem, the mean squared error (MSE) between predicted (𝒗ෝ௞) and actual/recorded (𝒗௞) velocity vectors on the discrete time horizon 𝐻௣ has been 
chosen as the loss function to be minimized [24]: 
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training, validation, and testing of NN-based velocity prediction models.

The above pre-processing procedure results in the final/reduced set of 382,553 data sam-
ples, which forms NN input dataset X ∈ R382,553 x (Hh+3) and target values Y ∈ R382,553 x Hp .
The datasets X and Y . are scaled to the interval [0, 1] according to the principle of min–max
normalization and randomly divided into sets for NN model training (70% of samples),
validation (15% of samples), and testing (15% of samples). The training dataset is used for
the initial training/parameterization of the proposed models. The validation dataset is
used for tuning the model’s hyperparameters and preventing of model overfitting. The
test dataset is used to provide an unbiased evaluation of the final model on the previously
unseen data.

3. Deterministic Vehicle Velocity Prediction Model
3.1. Modelling of Deep Neural Network with Deterministic Output

The deterministic velocity prediction model, hereinafter referred to as NN-DET,
is based on the deep feedforward NN, whose architecture is shown in Figure 4. Inputs
to the NN-DET model include data on the current vehicle position (dk), the current ve-
hicle speed vk (or velocity history vh,k, as an alternative), the time of day tk, and the
day of week wk. The output from the NN-DET model is the vector of predicted vehicle
velocities v̂k =

[
v̂k+j

]
; j = 1, 2, . . . , Hp, on the receding time horizon of length Hp, where

the index k denotes the discrete time step of the input state Xk = {dk, vk, tk, wk} (see
Section 2). The NN-DET model consists of an input layer that receives M = 4 input vari-
ables/features, four fully connected hidden layers containing 256, 128, 64, and 32 hidden
neurons, and an output layer of Hp elements. Note that if the vehicle velocity history

vector vh,k =
[
vh,k−Hh+ j̃

]
, j̃ = 1, 2, . . . , Hh, is used as the second input to NN-DET instead

of the current velocity vk, then the number of inputs of NN-DET model increases by Hh − 1,
which, consequently, increases the model complexity in terms of total number of adjustable
model parameters. The hidden layers use the ReLU activation function, while the output
layer contains the linear activation function [24]. The discrete time window lengths Hh
and Hp represent hyperparameters, whose optimal values need to be determined through
separate analysis.
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To solve the regression problem, the mean squared error (MSE) between predicted (v̂k)
and actual/recorded (vk) velocity vectors on the discrete time horizon Hp has been chosen
as the loss function to be minimized [24]:

MSEv =
1
N ∑N

k=1 ∑Hp
j=1

(
v̂k,j − vk,j

)2
, (1)

where N denotes the total number of samples used to train the NN-DET model (here
382,553; see Section 2). For better generalization of the NN-DET model, each hidden layer
is regularized by L2 regularization method (also known as ridge regression) [24], which
adds the “squared magnitude” of the NN coefficients/weights, λ ‖W ‖2

2, as the penalty
term to the loss function MSEv, with the regularization factor λ set to 5 · 10−4.

The realization of the NN-DET model from Figure 4 is performed within the Python
programming environment by using the Keras [25] module with the Tensorflow [26] module
as the backend. The built-in ADAM optimization algorithm with default settings is used to
train the NN-DET model, since it has proven to be particularly suitable for training of deep
NNs [27]. The number of samples from which the gradient is calculated (i.e., batch size) is
set to 16, while the number of training epochs is set to 150.

3.2. Analysis of Deterministic Model Prediction Accuracy
3.2.1. Influence of Input Features

The main goal of this analysis is to determine the relevant input features for further
consideration of NN-DET model. It is of particular interest to assess the benefits of including
the current city bus position as an additional input in addition to velocity data that are
typically used in the literature (see, e.g., [9]). To this end, the following combinations of
input features are considered:

(1) Current vehicle position dk;
(2) Current vehicle position dk and current vehicle velocity vk;
(3) Vehicle velocity history vh,k;
(4) Current vehicle position dk and vehicle velocity history vh,k;
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(5) Current vehicle position dk, vehicle velocity history vh,k, and time of day tk;
(6) Current vehicle position dk, vehicle velocity history vh,k, time of day tk, and day of

week wk.

For each of the above combinations of input features, training of separate NN-DET
models is performed, which are denoted as NN-DET-In, where n denotes the ordinal
number of the input combination as listed above. Note that the fixed prediction horizon
length Hp = 10 s (and the fixed velocity history interval length Hh = 20 s, when applicable)
are applied to each model to make the comparative analysis consistent.

The NN-DET prediction accuracy is evaluated based on the root value of the MSEv
loss function defined by Equation (1) and calculated for the case of validation dataset:

RMSEv =
√

MSEv =

√
1
N ∑N

k=1 ∑Hp
j=1

(
v̂k,j − vk,j

)2
. (2)

RMSEv is given in km/h, thus providing better interpretability of results than MSEv
that is given in km2/h2.

Figure 5 shows the loss values RMSEv for each NN-DET-In model, which are also
given in Table 1 along the number of adjustable NN parameters. The vehicle velocity profile
prediction accuracy saturates in the case of NN-DET-I4 model (RMSEv = 5.07 km/h),
which clearly indicates that both time of day tk and day of week wk have a negligible
influence on the model prediction accuracy. The worst prediction accuracy is obtained
for the NN-DET-I1 model (RMSEv = 11.84 km/h), which relies on the current vehicle
position dk as the only input feature. The reason for this is the insufficient conditionality
of the model with respect to the input data, as previously confirmed when predicting
individual vehicle velocity values in the case of NN-STC model (Figure 1, [22]). By adding
the current velocity vk next to the vehicle position dk (NN-DET-I2 model), a significant but
still insufficient drop in RMSEv from 11.84 km/h to 7.28 km/h (≈40%) is achieved. Despite
using the vehicle velocity history vh,k as only input, the NN-DET-I3 model achieves the
prediction accuracy close to the NN-DET-I4 model (RMSEv = 6.12 km/h vs. 5.07 km/h),
which additionally uses the vehicle position input. It is important to note that none of
the input feature combinations result in model overfitting, as evidenced by the absence
of a gap between training and validation losses (Figure 5). Good model generalization
properties are additionally confirmed through the closeness of the testing and validation
losses (Table 1).
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Table 1. Training, validation, and testing results for each NN-DET-In models (defined by characteristic
input feature sets), including the number of adjustable model parameters.

Model
Loss Value, RMSEv [km/h] Number of NN

ParametersTraining Set Validation Set Test Set

NN-DET-I1 11.84 11.84 11.83 44,074
NN-DET-I2 7.26 7.28 7.26 44,330
NN-DET-I3 6.01 6.12 6.11 48,938
NN-DET-I4 4.96 5.07 5.07 49,194
NN-DET-I5 4.92 5.03 5.05 49,450
NN-DET-I6 4.88 5.03 5.03 49,706

3.2.2. Influence of Vehicle Velocity History Interval Length

To determine the optimal value of the vehicle velocity history interval length Hh, the
prediction accuracy of the NN-DET model is examined for the lengths Hh ∈ {3, 7, 10, 15,
20, 30, 40, 50, 100, 200} s. The resulting models are referred to as NN-DET-Hh,T, where T
denotes the history interval length in seconds. Again, the RMSEv loss values, defined by
Equation (2) and calculated for the case of the validation dataset, are used to evaluate the
prediction accuracy of the NN-DET-Hh,T model. When training each of the NN-DET-Hh,T
models, the full set of candidate input features (dk, vh,k, tk, and wk) is used along the fixed
prediction horizon length Hp = 10 s.

Figure 6 shows the RMSEv values for each NN-DET-Hh,T model, with the numerical
values contained in Table 2. These results point out that the validation loss is locally
saturated at Hh = 50 s, where RMSEv equals 4.85 km/h, while in the case of longer velocity
history (Hh = 200 s) RMSEv increases to 4.96 km/h. The reason for this is that the NN-DET-
Hh,200 model is overly conditioned by the input data, which leads to model overfitting, i.e.,
poorer model generalization properties. This is reflected in the increasing gap between the
training and validation loss plots in Figure 6, while the validation and testing loss values
are close to each other (Table 2). The values of Hh in the range of 30 to 50 s represent an
optimal selection, as they provide minimal loss on validation (and test) dataset and reduce
the complexity of NN-DET model.
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Table 2. Training, validation, and testing results of NN-DET models with different history interval
length Hh [s], including the number of adjustable model parameters.

Model
Loss Value, RMSEv [km/h] Number of NN

ParametersTraining Set Validation Set Test Set

NN-DET-Hh,3 5.32 5.35 5.38 45,354
NN-DET-Hh,7 5.13 5.21 5.23 46,378
NN-DET-Hh,10 5.00 5.11 5.10 47,146
NN-DET-Hh,15 4.93 5.06 5.05 48,426
NN-DET-Hh,20 4.91 5.02 5.01 49,706
NN-DET-Hh,30 4.76 4.91 4.92 52,266
NN-DET-Hh,40 4.70 4.88 4.86 54,826
NN-DET-Hh,50 4.61 4.85 4.84 57,386
NN-DET-Hh,100 4.57 4.85 4.89 70,186
NN-DET-Hh,200 4.53 4.96 4.93 95,786

3.2.3. Influence of Vehicle Velocity Prediction Horizon Length

The prediction accuracy of the individual vehicle velocity profiles v̂k ∈ RHp is evalu-
ated for the following receding horizon lengths Hp ∈ {3, 7, 10, 15, 20, 50, 100, 200} s. The
prediction models are designated as NN-DET-Hp,T, where T denotes the receding horizon
length in seconds. Each model is trained separately for the following input sets:

a. Full set of candidate features (dk, tk, wk i vh,k);
b. Vehicle velocity history only (vh,k),

With a fixed velocity history interval length Hh = 20 s. Evaluation of the NN-DET-Hp,T
model prediction accuracy is performed based on the following indicators calculated for
the validation dataset:

i. The loss value RMSEv defined by Equation (2);
ii. The R2

j score value, calculated for each jth discrete step of the prediction horizon
length Hp:

R2
j = 1−

∑N
k=1

(
vk,j − v̂k,j

)2

∑N
k=1

(
vk,j − vj

)2 , j = 1, 2, . . . , Hp. (3)

Figure 7 and Table 3 show the loss values RMSEv for the various prediction hori-
zon lengths Hp, where the indices a and b correspond to the above-defined model in-
put sets. These results indicate that the validation loss assumes almost linear upward
trend until Hp = 20 s for both input set cases, and then begin to saturate to the lev-
els RMSEv = 13.22 km/h in the case of NN-DET-Hp,a model (full set of inputs) and
RMSEv = 15.84 km/h in the case of NN-DET-Hp,b model (only the velocity history input),
which are reached at Hp = 200 s. The loss RMSEv is higher by 23% on average for NN-
DET-Hp,b model when compared to full model NN-DET-Hp,a, reaffirming the importance
of including the current city bus position as an additional input feature of the model.

According to the R2
j score results shown in Figure 8, the full, NN-DET-Hp,a,200 model

maintains a satisfactory prediction accuracy (R2
j > 0.25, for all j = 1, 2, . . . , Hp, Hp = 200)

which is not the case with the NN-DET-H200,b model, thus confirming once again the
importance of including the current vehicle position dk in the input feature set. The
prediction accuracy is very good (R2

j ≥ 0.8) for the first 10 prediction steps (j ≤ 10) and

remains to be solid (R2
j > 0.6) up to first 25 prediction steps (j ≤ 25).
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Table 3. Training, validation, and testing results of NN-DET models with different prediction horizon
length Hp [s], including the number of adjustable model parameters.

Model
Loss Value, RMSEv [km/h] Number of NN

ParametersTraining Set Validation Set Test Set

NN-DET-Hp,3 1.87 (2.05) * 1.88 (2.05) 1.90 (2.08) 49,475 (48,707)
NN-DET-Hp,7 3.74 (4.45) 3.83 (4.53) 3.84 (4.52) 49,607 (48,839)
NN-DET-Hp,10 4.84 (6.02) 5.01 (6.13) 5.00 (6.13) 49,706 (48,938)
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* The loss values given in parentheses relate to single-input (NN-DET-Hp)b model, while the ones given outside
parentheses correspond to full-input-set (NN-DET-Hp)a models.
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4. Stochastic Vehicle Velocity Prediction Model

To combine characteristics of the previously discussed NN-STC and NN-DET vehicle
velocity prediction models, a dynamic stochastic prediction model is proposed as an
ultimate solution (hereinafter referred to as NN-DSTC model). The model represents an
extension of the NN-DET model with a stochastic component, which represents prediction
uncertainty for each discrete time step along the prediction horizon.
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4.1. Modelling of Deep Neural Network with Stochastic Output

The architecture of NN-DSTC model is also based on the deep feedforward NN, and
it is shown in Figure 9. The model outputs are assumed to be the expectation µ̂k,j and the

standard deviation σ̂k,j of normal (Gaussian) velocity distributionsNk,j

(
µ̂k,j, σ̂k,j

)
, while the

inputs to the model remain the same as in the case of NN-DET model (cf. Figure 4). In this
way, the discrete velocity distributions of NN-STC model (Figure 1a) are approximated with
normal distributions, thus reducing the output dimension per prediction step from R91 x Hp

to R2 x Hp , i.e., there are only two parameters per each prediction step j = 1, 2, . . . , Hp along
the prediction horizon. The essential difference between NN-DSTC model and NN-STC
model is that the former provides prediction of vehicle velocity along the prediction horizon.
On the other hand, the NN-DSTC model extends upon the NN-DET model in terms of
outputting the entire (normal) velocity distribution for each prediction step in addition to
providing the velocity expectation.
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The hidden layers of the NN-DSTC model again contain the ReLU activation function,
while the output layer includes a dual activation function, i.e., linear one for prediction of
the expectation µ̂k,j and softplus one for prediction of the standard deviation σ̂k,j. The latter
is motivated by the need to saturate the parameter σ̂k,j to values greater than or equal to
zero [24]:

so f tplus
(

σ̂k,j

)
= ln

(
1 + eσ̂k,j

)
≥ 0. (4)

One of the main challenges of training the NN-DSTC model relates to structuring the
loss function, which is defined herein as the mean of negative log-likelihoods (NLL) [24] of
predicted normal distributions Nk,j

(
µ̂k,j, σ̂k,j

)
for each prediction step j ∈

[
1, Hp

]
:

NLL = 1
N

N
∑

k=1

1
Hp

Hp

∑
j=1
− log

(
Nk,j

(
Yk,j

∣∣∣ µ̂k,j, σ̂k,j

))

= 1
N

N
∑

k=1

1
Hp

Hp

∑
j=1
− log

 1√
2πσ̂2

k,j

·e
− 1

2 (
(vk,j−µ̂k,j)

2

σ̂2
k,j

)

; ∀vk,j ∈ Y .
(5)
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The NN-DSTC model is again realized by using the Python libraries Keras and Ten-
sorflow, with the same settings as in the case of the NN-DET model. For the purpose of
training, validation, and testing of the NN-DSTC model, the prediction horizon length Hp
is set to 10 s, while the velocity history interval length Hh is set to 20 s.

Figure 10 shows the progress of NN-DSTC model training and validation loss NLL
defined by Equation (5). The validation response of NLL exhibit somewhat stronger
oscillatory behaviour and spikes compared to the NN-STC model (cf. Figure 8 in [22]).
This effect can be explained by the complexity of NLL loss function. Nevertheless, the
absence of a notable gap between the training and validation loss curves indicates that
the NN-DSTC model possesses good generalization properties. The minimum validation
loss of 2.593 is reached in the 128th epoch, and the weighting coefficients obtained in that
epoch are adopted as the final parameters of NN-DSTC model. The final NN-DSTC model
testing loss is found to be equal to 2.598, which further confirms the good generalization
properties of the model on unseen data.
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4.2. Comparative Analysis of Prediction Accuracies of Stochastic and Deterministic Models
4.2.1. Considered Metrics

A comprehensive validation of the NN-DSTC model cannot be performed unambigu-
ously in relation to the recorded data due to the stochastic nature of the model. More
specifically, validation of such a model would require knowledge of the exact values of the
original vehicle velocity distribution parameters for each combination of input data, for
which a virtually infinite set of recorded data would be necessary. Therefore, the valida-
tion is narrowed in this subsection to comparison of the velocity expectation prediction of
NN-DSTC model with the prediction of NN-DET model, based on the test dataset and the
following metrics:

i. Loss function RMSEv defined by Equation (2);
ii. R2

j score defined by Equation (3), calculated for each jth discrete step along the
prediction horizon (j = 1, 2, . . . , Hp = 10), as applied in Section 3;

iii. Mean value of RMSEj, also calculated for each jth discrete step along the prediction
horizon:

RMSEj =

√√√√ 1
N

N

∑
k=1

(
v̂k,j − vk,j

)2
; (6)

iv. Mean prediction RMSE along the prediction horizon Hp and for the given time step
k along the driving cycle:
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RMSEk =

√√√√ 1
Hp

Hp

∑
j=1

(
v̂k,j − vk,j

)2
; (7)

where, in the case of the NN-DSTC model, the predicted velocity expectations µ̂k,j
are used instead of predicted velocity v̂k,j.

4.2.2. Analysis of Prediction Accuracy along the Prediction Horizon

The value of indicator RMSEv, obtained for NN-DSTC model and test dataset, is equal
to 5.12 km/h, which is only 2.2% higher when compared to NN-DET model of the same
configuration (RMSEv = 5.01 km/h; see Table 1). The certain performance degradation is
illustrated in Figure 11, which shows comparative plots of the individual recorded (vk,j) vs.
predicted velocity values (v̂k,j for NN-DET and µ̂k,j for NN-DSTC) for the two models. The
reason for the somewhat higher prediction error of NN-DSTC model compared to NN-DET
model is more complex model structure providing richer, stochastic velocity prediction (cf.
Figures 4 and 9). Nevertheless, the resulting, modest increase in the prediction error of
NN-DSTC model can readily be justified by the structural advantage of this model in terms
of providing the extra output (σ̂k,j) describing the prediction uncertainty.
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Figure 11 clearly illustrates that the prediction accuracy deteriorates along the predic-
tion horizon, i.e., the prediction error grows as the prediction step j increases towards the
horizon length Hp. Additionally, the prediction error is higher at lower vehicle velocities,
which is explained by more rapid vehicle accelerations in the low-speed (i.e., low-gear)
range, resulting in a wider spread of velocity values to be predicted.

Figure 12 shows the R2
j score and RMSEj values determined at different steps

j = 1, 2, . . . , Hp along the prediction horizon. These results confirm that the prediction
accuracy lowers as the prediction steps j grows towards the end of prediction horizon. They
also indicate that the prediction accuracy along the prediction horizon is mostly somewhat
higher for NN-DET model than NN-DSTC model. The relative differences of the medians
of considered metrics for the two models equals 0.24% for R2

j and 1.53% for RMSEj, which
is close to the corresponding difference of 2.2% related to RMSEv metric discussed above.

Figure 13 shows time responses of the velocity predictions provided by NN-DET and
NN-DSTC models for one of the test-driving cycles. These responses confirm that the
velocity prediction accuracy of NN-DSTC model is close, although generally lower than
that of NN-DET model, and that the accuracy deteriorates towards the end of prediction
horizon. Additionally, the prediction accuracy is higher in the case of less uncertain traffic
conditions, i.e., when the predicted confidence interval ±σ̂k,j is narrower. This points to
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consistent estimation of predicted velocity distribution parameter σ̂k,j. Finally, Figure 13
indicates that the uncertainty of vehicle velocity prediction expectedly increases as the
prediction is conducted farther in future (i.e., as the prediction step j grows toward Hp).
This is clearly illustrated in Figure 14 by the box plot of the predicted velocity uncertainty
parameter σ̂j, which shows that the mean and median values of uncertainty parameter grow
approximately linearly with the prediction step j. The same, approximately linear trend
is recognized in the R2

j and RMSEj plots of NN-DET model (purple curves in Figure 12).
Indeed, Figure 15 illustrates that the mean σ̂j values of NN-DTSC model (orange triangles
in Figure 14) are highly correlated with R2

j and RMSEj values of NN-DET model, which
further confirms the accuracy of confidence interval prediction of NN-DSTC model.
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Figure 15. Dependence of NN-DET model velocity prediction accuracy metrics R2
j (a) and RMSEj

(b) on mean of NN-DTSC model-predicted standard deviation σ̂j, where ρ represents the corre-
sponding Pearson correlation index value (100% means full correlation, and −100% denotes full
anti-correlation).

4.2.3. Analysis of Prediction Accuracy along the Route

Figure 16a shows the individual RMS prediction errors along the route (the indicator
RMSEk defined by Equation (7)) for NN-DET and NN-DSTC models (purple and orange
circles, respectively). These RMSEk values are higher on road sections that have greater
uncertainty of traffic conditions, i.e., on those sections for which the standard deviation σk
of recorded test samples/population gets higher. These sections evidently correspond to the
congested traffic area, characterized with low expectation µk of recorded test samples and
zero values of confidence interval lower border µk − σk. The two models are characterized
by almost identical scattering of individual prediction errors, as well as their mean values
(solid lines in Figure 16a). This again confirms the ability of more general and complex
NN-DTSC model to predict velocity expectation that is close to NN-DET model velocity
prediction. Figure 16b,c shows the distributions of individual RMS prediction errors for the
two models. The mean value and standard deviation of RMSEk distributions are around
3.7 km/h and 3.4 km/h, respectively, for both models.
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5. Conclusions

Deterministic and stochastic versions of deep neural network-based vehicle velocity
prediction model have been proposed. The deterministic (NN-DET) model predicts the
velocity expectation along the receding prediction horizon, while the stochastic (NN-DSTC)
one additionally predicts the velocity distribution standard deviation. The proposed models
have been parameterized and tested based on GPS-based tracking data recorded on several
city buses during six-month period of their regular operation on a selected route.

Analysis of the influence of different model input features on the NN-DET model
prediction accuracy has pointed out that the current vehicle position and short-term velocity
history are the most significant input features, while the time of day and day of week
information have a negligible impact (the root mean square error, RMSEv, drops from 5.07
to 5.03 km/h). In addition, vehicle velocity history interval length Hh has found to have
optimal value in the range from 30 to 50 s from the standpoint of high prediction accuracy
on the validation/test dataset and limited model complexity. For the full-input-set NN-DET
model and the prediction horizon length Hp = 200 s, the R2

j score, calculated individually
for each prediction step j = 1, 2, . . . , Hp on the validation dataset, monotonically falls with
j and reaches the value of approximately 0.25 for j = Hp, thus indicating solid accuracy
throughout relatively long prediction horizons. The accuracy is significantly improved
for shallow prediction sub-horizons, e.g., R2

j ≥ 0.8 for j ≤ 10 and R2
j > 0.6 for j ≤ 25.

The accuracy is considerably lower when only the velocity history input is concerned:
R2

j ≥ 0.7 for j ≤ 10, R2
j > 0.3 for j ≤ 25, and R2

j ∼ 0.07 for j = Hp = 200. This confirms the
importance of including the current vehicle position as the model input, particularly for
the particular city bus application where driving cycles are related to fixed routes.
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The NN-DSTC model has been found to have only slightly lower accuracy of predicting
the velocity expectation along the receding horizon when compared to the NN-DET model
of the same configuration (the root mean square error, RMSEv, is higher by 2.2%), while
offering a significant advantage of including prediction uncertainty along the horizon. The
velocity expectation prediction accuracy is lower when conducted farther in future and
in the case of less uncertain traffic conditions (i.e., for RMSEk > 3.7 km/h), which occur
typically at lower vehicle velocity expectation, i.e., for congested traffic and frequent vehicle
stops. The accuracy of NN-DSTC model-predicted standard deviation of velocity normal
distribution has been examined indirectly, i.e., through confirming that (i) the predicted
standard deviation grows with the prediction step j, (ii) the velocity expectation accuracy is
higher when the predicted standard deviation is lower, and (iii) the correlation between the
mean predicted standard deviation and the NN-DET model’s velocity prediction accuracy
metrics along the prediction horizon expectation is higher than 98%.

The main foreseen limitation of the presented velocity prediction models and related
assessment analysis is that they have been designed based on the data related to specific,
although still very relevant transport system with repeating routes (city bus transport,
herein). Additionally, the work is limited to feedforward NNs, while more advanced NNs
may generally be more suitable for dynamic system response prediction. The future work
can be directed to the following activities:

(a) Applying and examining the proposed vehicle prediction models within vehicle de-
terministic or stochastic model predictive control strategies (e.g., energy management
strategy of a PHEV aimed at minimizing the vehicle fuel and electricity consumption
for a wide range of driving cycles);

(b) Considering other types of NNs, such as recurrent NNs, which can be more suitable
for the task of dynamic system behaviour prediction and potentially bring further
gains in model prediction accuracy;

(c) Considering Markov chain-based stochastic velocity prediction method, which, in
addition to the vehicle velocity (and acceleration), would also take information about
the vehicle position when defining the Markov states;

(d) Examining the proposed prediction models for other transport systems that are
not characterized by fixed/repeating routes (unlike the city bus transport system
considered herein), including different types of vehicles, as well;

(e) Adding more relevant inputs to the model such as accelerator pedal opening and
traffic related inputs (not available in the presented study) for potentially improved
prediction performance;

(f) Comparing the various developed prediction models to each other, as well as with
respect to existing models.
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Abbreviations

ADAM Adaptive Moment Estimation (optimization algorithm used for training of
neural networks)

CAN Controller Area Network
GPRS General Packet Radio Service
GPS Global Positioning System
MPC Model Predictive Control
MSE Mean Squared Error
NLL Negative Log-Likelihood
NN Neural Network
NN-DET Deterministic Neural Network (model)
NN-DSTC Dynamic Stochastic Neural Network (model)
NN-STC Static Stochastic Neural Network (model)
PHEV Plug-in Hybrid Electric Vehicle
RMSE Root Mean Squared Error
TPM Transition Probability Matrix
Table of Symbols
MSEv Mean squared error of predicted vs. recorded vehicle velocities (used as loss

function for NN-DSTC model)
NLL Mean of negative log-likelihoods of predicted normal distributions of vehi-

cle velocity Nk,j

(
µ̂k,j, σ̂k,j

)
for each prediction step j ∈

[
1, Hp

]
(used as loss

function for NN-DET model)
j Discrete step of prediction horizon, j = 1, 2, . . . , Hp
k kth discrete time instant (i.e., data sample) of given recorded driving cycle
N Total number of data samples used to train NN-DET and NN-DSTC models
Hh Vehicle velocity history interval length
Hp Prediction horizon length
RMSEk Mean prediction RMSE calculated along the full prediction horizon Hp for the

kth time instant
RMSEj Mean prediction RMSE calculated for jth discrete step of prediction horizon
R2

j Coefficient of determination value calculated for jth discrete step of predic-
tion horizon

dk Vehicle position (i.e., distance travelled from reference route departure station)
for kth time instant of given recorded driving cycle

tk Time of day for kth time instant of given recorded driving cycle
vk Vehicle velocity for kth time instant of given recorded driving cycle
wk Day of week for kth time instant of given recorded driving cycle
vh,k Vector of historical vehicle velocities of length Hh
σk Vehicle velocity standard deviation calculated from test samples/population
v̂k Vehicle velocity predicted by NN-DET model
µ̂k Vehicle velocity expectation predicted by NN-STC/NN-DSTC model
σ̂k Vehicle velocity standard deviation predicted by NN-STC/NN-DSTC model
X Set of input (training) values
Y Set of output (target) values related to inputs X
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