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Abstract: Recent advancements in automated driving technology and vehicle connectivity are as-
sociated with the development of advanced predictive control systems for improved performance,
energy efficiency, safety, and comfort. This paper designs and compares different linear and nonlinear
model predictive control strategies for a typical scenario of urban driving, in which the vehicle is
approaching a traffic light crossing. In the linear model predictive control (MPC) case, the vehicle ac-
celeration is optimized at every time instant on a prediction horizon to minimize the root-mean-square
error of velocity tracking and RMS acceleration as a comfort metric, thus resulting in a quadratic
program (QP). To tackle the vehicle-distance-related traffic light constraint, a linear time-varying
MPC approach is used. The nonlinear MPC formulation is based on the first-order lag description
of the vehicle velocity profile on the prediction horizon, where only two parameters are optimized:
the time constant and the target velocity. To improve the computational efficiency of the nonlinear
MPC formulation, multiple linear MPCs, i.e., a parallel MPC, are designed for different fixed-lag
time constants, which can efficiently be solved by fast QP solvers. The performance of the three
MPC approaches is compared in terms of vehicle velocity tracking error, root-mean-square accel-
eration, traveled distance, and computational time. The proposed control systems can readily be
implemented in future automated driving systems, as well as within advanced driver assist systems
such as adaptive cruise control or automated emergency braking systems.

Keywords: automated driving; autonomous vehicle; traffic light crossing; model predictive control;
nonlinear control; assessment

1. Introduction

In 2019, traffic congestion caused 8.8 billion hours of extra travel time and 3.3 billion
gallons of wasted fuel for drivers in the USA, where the congestion and idling time at
signalized intersections made up for a large portion of those numbers [1]. Approaching
a signalized intersection is a complex traffic scenario, which often turns into a congested
bottleneck due to the lack of coordination between vehicles and infrastructure, and sudden
acceleration or deceleration maneuvers or idling at a traffic light increase energy con-
sumption and the risk of rear-end collisions [2]. In order to improve vehicle and overall
transport system performance in terms of driving performance, safety, comfort, and energy
efficiency, several predictive control strategies relying on infrastructure-to-vehicle (I2V)
communications have been developed recently [3,4].

A vehicle trajectory planning system for approaching a traffic light is often referred to
as a green-light optimal speed advisory (GLOSA) system, which utilizes traffic light signal
(TLS) information to find an optimal vehicle speed profile to avoid stopping and idling at
traffic lights [5]. It is shown in [6] that a model predictive controller (MPC) having a control
horizon that sees two traffic lights ahead reduces energy consumption by 26% at the expense
of a trip time increase of only 1% when compared to a controller with no TLS information.
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The authors in [7] exploit the knowledge of an upcoming traffic light location and real-time
traffic flow data to anticipate possible upcoming vehicle speed profiles, and thus robustly
adapt an energy management strategy of a hybrid electric vehicle. When compared to the
control strategy with fixed (nonadapted) parameters, fuel consumption savings between 8
and 11% are reported therein. On the other hand, alternative approaches assuming a lack of
TLS information and infrastructure-to-vehicle (I2V) communication rely only on statistical
learning from driving data to achieve smooth and energy-efficient driving in an average
sense. For instance, the authors in [8] use Gaussian processes as a machine learning method
to facilitate eco-driving while approaching signalized intersections with traffic lights, which,
in addition to the vehicle traveling time, also aims to minimize fuel consumption.

In general, when considering a vehicle approaching a signalized crossing, the objective
is to provide an energy-efficient and timely arrival at the green light with minimal use of
braking, maintain a safe distance between vehicles, and cruise at or near a set speed [9]. This
can be achieved by using different approaches, such as dynamic programming (DP) [10,11],
model predictive control [12,13], sequential convex optimization [14], or reinforcement
learning [15]. These approaches often include fuel and/or electricity consumption models
to obtain energy-efficient vehicle speed trajectories, which increases the dimensionality of
the optimization problem and computational complexity. Additionally, due to the switching
nature of traffic light states and related constraints, the optimization problem turns into a
mixed-integer problem, which demands significant computational effort, and the solution
is not guaranteed to be globally optimal. This issue can be addressed in different ways,
e.g., by assuming that the vehicle is going to pass the crossing before the next red traffic
light state [16]. However, this is not always the case, especially when considering multiple
sequential traffic lights [17]. These challenges call for special attention in formulating the
optimization problem to ensure desired performance and constraint satisfaction.

A number of control strategies for the GLOSA problem involve separating the problem
into multiple steps to obtain the optimal vehicle speed trajectory. A two-step approach is
proposed in [18] for the mixed-integer problem, where the problem is first solved without
the traffic-light-related integer constraint, and then solved again in the second step if the
optimal vehicle intersection arrival time from the first step occurs during the red-light time
interval. In the second step, the problem is solved twice, where the vehicle passing time
is fixed to either before or just after the red-light time interval detected previously, and
the objective is to minimize energy consumption. The authors in [17] also separate the
problem into two steps, where a high-level algorithm first determines the values of desired
arrival time for each traffic light, and then the optimal velocity profile is calculated in the
second step. A similar hierarchical strategy is proposed in [19], where the higher layer
of the strategy determines feasible and suitable arrival time values and velocity profiles
for each traffic light based on the desired vehicle speed and TLS information, while the
lower layer combines the Pontryagin minimum principle and a model predictive control
framework to obtain an optimal vehicle velocity trajectory. In [20] a velocity pruning
algorithm is performed to obtain the minimum and maximum feasible crossing times for
each existing traffic light while accounting for speed limits and TLS information. Then, a
weighted directed acyclic graph is constructed, where the nodes represent crossing times
in the feasible green-light phases, while the edges are weighted by energy cost to travel
along the path. Dijkstra’s algorithm is used to obtain an energy-optimal path from the
origin, which is the current vehicle position to the destination, i.e., the position of the traffic
light. An approach based on the best interpolation in a strip method is proposed in [21]
to plan a vehicle trajectory in the presence of other vehicles and traffic lights. Piecewise
linear constraints related to traffic light signals and other vehicles are constructed, and
the trajectory is optimized for each piecewise linear segment of the constraints, as well as
the trajectory for the whole horizon. The authors in [22] include TLS information as a soft
constraint within the optimization problem, which is then solved by using deterministic
dynamic programming (DDP). The problem can further benefit from the presence of vehicle-
to-everything (V2X) (more specifically, vehicle-to-infrastructure (V2I)) communication [23].
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In this way, traffic flow can be improved by the simultaneous optimization of both vehicle
speed trajectories and traffic signals phases, as shown in [24], or by reserving a time slot for
the vehicle to cross the signalized crossing by direct communication with the intelligent
traffic light [25].

In this paper, the problem of autonomous vehicle control when approaching a signal-
ized crossing is first addressed by proposing a linear MPC strategy, with the objective of
maintaining reference velocity while obeying traffic lights and vehicle speed and acceler-
ation constraints. Instead of applying the two-step approach to avoid the mixed-integer
problem, the vehicle-position-dependent traffic light constraint is transformed into a time-
dependent constraint by applying a linear time-varying (LTV) approach. In this approach,
the constraint formulation is based on the optimization outcome from the previous sam-
pling step, thus avoiding dual optimization or additional high-level strategies to ensure
stopping at a red light. Different ways of reducing the dimensionality of the optimal control
problem are considered, such as a shorter control horizon and a move-blocking scheme.
To further reduce the dimensionality, an approach relying on the reference velocity profile
mimicking a first-order lag element is proposed, in which only two control parameters (the
lag time constant and the target velocity) are determined by a nonlinear model predictive
control (NMPC) law, thus reducing the control horizon length to the minimum level of one
sampling step. In this way, the computational load is significantly decreased when com-
pared with a more conventional, full-horizon NMPC strategy, while the influence on control
performance degradation is quite modest. The nonlinear MPC law is further improved in
terms of computational efficiency, as well as stability in the general sense, by using multiple
lag terms with a fixed-lag time constant, which results in multiple linear MPCs, or what
is known in control theory as parallel MPC [26]. To avoid acceleration chattering due to
linear lag model switching, a virtual-actuator-like low-pass filter is incorporated into the
vehicle prediction model. The proposed NMPC strategy can be adjusted and applied in
more general cases concerning nonlinear and stochastic process/prediction models, e.g.,
for solving the AV safe speed control problem while interacting with pedestrians when
approaching an unsignalized crosswalk [27,28].

The emphasis of the presented study is on the design and comparative assessment of
different characteristic MPC structures that can be applied in various automated driving
tasks. To this extent, the scenario of AV approaching a signalized crosswalk is taken
more as a case study for the AV MPC design, rather than a specific scenario for which a
comprehensive control strategy is developed. The main contributions of the paper include:
(i) a linear time-varying MPC approach that can handle traffic light constraints while
avoiding the mixed-integer formulation; (ii) the design of an NMPC law with an ultimately
reduced control input sequence based on a first-order lag profiled reference velocity;
(iii) computationally efficient reduction of the NMPC law into a smooth, parallel MPC
strategy, and (iv) comparative analysis of linear, nonlinear, and parallel MPC strategies
with respect to control performance and computational time criteria.

The remainder of the paper is organized as follows. The vehicle modeling and control
methods are presented in Sections 2 and 3. In addition to the vehicle model, Section 2 de-
scribes the considered autonomous vehicle control scenario and related constraints. Section 3
presents different model predictive control design methods for the specified automated driv-
ing scenario, which include linear, nonlinear, and parallel model predictive control. Section 4
presents simulation results and related comparative analysis of the MPC strategies proposed in
Section 3. A discussion of results, including their implications and possible future extensions,
is contained in Section 5. Concluding remarks are given in Section 6.

2. Vehicle and Scenario Model

The considered control scenario (Figure 1) concerns an autonomous vehicle with
the initial position s0 = 0 and the initial velocity v0, approaching a traffic light crossing
positioned at the distance L0 from the initial vehicle position. The objective is to control the
vehicle velocity v in an optimal manner, i.e., as close to the reference velocity vR (e.g., equal



Energies 2023, 16, 2006 4 of 20

to v0), while maintaining comfortable acceleration a and stopping safely at the red traffic
light. The traffic light state S is assumed to be deterministic and known in advance, where
S = 1 and S = 0 indicate red light and green light, respectively.
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+

[
0
1

]
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where s and v are the vehicle position and velocity state variables, respectively, while a is the
vehicle acceleration control input. Note that Model (1) assumes that the acceleration control
input is realized through a high-bandwidth powertrain (e.g., that of an electric vehicle), and
that the nonlinear rolling resistance and aerodynamic drag terms [29] are compensated for
through either feedforward terms or a high-bandwidth vehicle acceleration inner control
loop. As needed, the model can be extended to account for powertrain or acceleration loop
lag dynamics, as demonstrated in Section 3 as an example of including a virtual actuator
submodel. Discretizing Model (1) using Z-transform and zero-order hold element with
sampling time Ts yields the following discrete-time model:[

s(k + 1)
v(k + 1)

]
=

[
1 Ts
0 1

][
s(k)
v(k)

]
+

[ 1
2 T2

s
Ts

]
a(k). (2)

The vehicle velocity and acceleration are constrained through inequalities

amin ≤ a ≤ amax,
vmin ≤ v ≤ vmax,

(3)

which are applied in both simulation and prediction models. Additionally, the vehicle
should stop at a red traffic light, which yields the following conditional constraint on
vehicle position depending on the traffic light state time profile S(k):

s(k) ≤
{

L0, for S(k) = 1 and s(k− 1) ≤ L0
∞, otherwise

(4)

The length of the AV-anticipated traffic light preview, i.e., the prediction horizon, can be
limited to a fixed, relatively narrow value, or a full preview could be used, e.g., the one which
stretches at least up to the next green traffic light state. It is beneficial for the control algorithm
if the fixed preview (related to receding horizon length) is long enough for the vehicle to reach
the first traffic light position, assuming a constant initial velocity, which gives

ta ≥
L0

v0
. (5a)

Furthermore, the preview should also be long enough for the vehicle to be able to
timely come to a full stop when needed, under the assumption of the worst-case scenario
of the vehicle having the maximum allowed speed, which gives

tb ≥
vmax

|amin|
. (5b)
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To improve the quality of vehicle speed optimization, the preview should also be long
enough to cover the traffic light change from the current state:

tc ≥ ttls, (5c)

where ttls is the remaining duration of the current traffic light state. Finally, the prediction
horizon length is conservatively determined when initializing the controller (at t = 0) as the
highest value of the above-defined three time limits

tp = max(ta, tb, tc) (5d)

3. Design of Model Predictive Controllers

For the scenario described in Section 2, various model predictive control (MPC) laws
(linear, nonlinear, and parallel) are applied to control the vehicle in an optimal, preemptive,
and closed-loop manner. The MPC algorithms solve a constrained finite-horizon optimal
control problem at each control time step k to obtain an optimal acceleration sequence and
apply the first element of the sequence to the vehicle. The feedback control is realized
by repeating the optimization algorithm on the receding horizon with updated measured
actual states (vehicle position and velocity). Generally, to formulate the MPC optimal
control problem, three building blocks are required: plant dynamics prediction model, cost
function, and constraints.

3.1. Linear Model Predictive Control
3.1.1. Control Law Design

Linear MPC considers a linear prediction model, linear constraints, and a quadratic
cost function, which results in a quadratic program (QP) that could be efficiently solved
online. At a given control time step k, MPC minimizes a cost function JMPC on the prediction
horizon h = 0, . . . , Np − 1 by optimizing the sequence of control inputs u(h|k) over the
control horizon h = 0, . . . , Nc ≤ Np [30]. The first input, u(0|k), is applied to the vehicle
as the actual control input. Note that the prediction horizon length is determined as Np =
int(tp/Ts), where tp is given by Equation (5d).

In the considered scenario, the linear MPC law is designed with the aim of minimizing
the vehicle velocity regulation squared error and the squared acceleration as a comfort
index, which results in the following quadratic cost function:

min
a(h|k)

JMPC =
Np−1

∑
h=0

qv(v(h|k)− vR)
2 +

Nc−1

∑
h=0

qaa2(h|k) (6)

where vR is the constant reference velocity (Section 2), and qv and qa are the velocity
regulation and acceleration weighting coefficients, respectively. Alternative formulations
can be considered, e.g., those that employ the minimum time or maximum distance traveled
criterion instead of the speed regulation criterion. The cost function (6) is subject to the
equality constraints set by the discrete-time plant dynamics model (2):[

s(h + 1|k)
v(h + 1|k)

]
︸ ︷︷ ︸

x(h+1|k)

=

[
1 Ts
0 1

]
︸ ︷︷ ︸

A

[
s(h|k)
v(h|k)

]
︸ ︷︷ ︸

x(h|k)

+

[ 1
2 T2

s
Ts

]
︸ ︷︷ ︸

B

a(h|k)︸ ︷︷ ︸
u(h|k)

. (7)

By following Equations (3) and (4), the following hard constraints are applied to
acceleration, velocity, and position on the prediction horizon:

amin(h|k) ≤ a(h|k) ≤ amax(h|k)
vmin(h|k) ≤ v(h|k) ≤ vmax(h|k)

(8)
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s(h|k) ≤
{

L0, for S(h|k) = 1 and s(h− 1|k) ≤ L0
∞, otherwise

(9)

Constraint (9) introduces the traffic light state preview in the optimal control problem.
However, since the vehicle position s is a state that is to be optimized, applying this
constraint directly in the optimal control problem formulation would result in a logical
implication and, thus, in a mixed-integer QP form. To avoid the logical implication within
the optimal control problem, the traffic-light-related constraint for current optimization
step k is constructed by using the vehicle position trajectory predicted in the previous
optimization step, i.e., s(h|k − 1) (h = 0, . . . , Np − 1), which is similar to the linear time-
varying approach in model predictive control. The overall constraint construction algorithm
is given in Appendix A, whereas Figure 2 illustrates the main idea of the algorithm. In
the first step of optimization (k = 0, Figure 2a), the vehicle is predicting that it will cross
the traffic light during the first red-light state. That information is utilized in the next
optimization step (k = 1, Figure 2b), in which, based on the predicted vehicle position (black
line) in step k = 0, the traffic light position constraint based on the original traffic light state
prediction S (dashed blue line) is modified and becomes active for the first red-light state
(green dotted line), thus ensuring that the vehicle crosses only after the first red-light phase
is over. The second red-light phase position constraint is not active, since it is anticipated
that the vehicle is going to cross before the start of that phase. Since this procedure relies
on the previously predicted vehicle position instead of the current vehicle position (cf.
Equation (9)), the final traffic light position-related constraint becomes time-dependent
only and is formulated as

s(h|k) ≤
{

L0, for Smod(h|k) = 1
∞, otherwise

(10)

where Smod(h|k) is the modified traffic light state prediction, which is formally defined
in Appendix A.
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After the constraint reconstruction, the MPC optimal control problem, given by Equa-
tions (6)–(8) and (10), can be rewritten into the standard QP form:

min
ξ

JQP = 1
2ξ

THQPξ + fT
QPξ + SQP,

subject to : AineqQPξ ≤ bineqQP,
(11)

where the vector ξ contains a sequence of control inputs ξ = [u(0|k), . . . , u(Nc|k)]T, while
the cost-function-related Hessian symmetric positive-definite matrix HQP, linear cost vector
fQP, constant term SQP, and inequality constraint-related matrix AineqQP and vector bineqQP
are derived from Equations (6) to (8) and (10). Herein, the optimal control problem is
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automatically transformed into the QP form (11) within MATLAB by using a dedicated
toolbox CasADi [31].

The QP problem (11) can be solved by different quadratic program solvers, such as
the quadprog solver available within MATLAB or mpcInteriorPointSolver from MATLAB’s
MPC Toolbox. Here, the open-source solver qpOASES is used to solve the automatically
generated QP [32].

3.1.2. Optimal Control Problem Size Reduction

The above-described nominal MPC case corresponds to full optimization of control
input u(h|k), with h = 0, . . . , Nc − 1 = Np − 1 (see Figure 3a). To reduce the size of the
optimal control problem and, therefore, improve the computational efficiency, two different
strategies are considered below.
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The first strategy relates to the typical option of reducing the control horizon, i.e.,
setting Nc < Np, and holding the last control input u(Nc − 1|k) until the end of the prediction
horizon (Figure 3b):

a(h|k) =
{

u(h|k), for h < Nc
u(Nc − 1|k), otherwise

(12)

A drawback of this strategy is the potential infeasibility of the QP for very short control
horizons Nc << Np, because the optimizer may not have enough freedom to shape the
acceleration profile to stop the vehicle before the red-state traffic light. This is illustrated
in Appendix B for the case of Nc reduced to the lowest feasible value, which allows the
vehicle to fully stop before the red light with maximum acceleration. Note that the lower
limit of feasible control horizon Nc is dependent on the scenario conditions, such as the
initial position and velocity, and the acceleration limits, as well.

The second option is the so-called move-blocking strategy [33], in which the control
input is held constant over several consecutive prediction horizon steps, which is similar
to the downsampling of the control input rate (see Figure 3c). Note that the block width
can be fixed or varying, resulting in uniformly or unequally distributed blocks. Herein, a
uniform distribution is opted for, and the number of blocks Nb is chosen as a multiple of
prediction horizon Np, which gives

a(h|k) =
{

u(h|k), if mod(h, Nb) = 0
u(h− 1|k), otherwise

(13)

resulting in Np/Nb unique control inputs, where mod(.) denotes the modulo function.
This formulation maintains a feasible QP in all scenarios, as it allows the optimizer more
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flexibility in shaping the acceleration and velocity over the whole prediction horizon when
compared to the case of limiting the control horizon length, whereas the drawback is the
lower resolution of the control input.

3.2. Nonlinear Model Predictive Control

Figure 4 illustrates a novel MPC approach, in which two parameters of the prediction
horizon velocity profile are optimized instead of the acceleration at each prediction time
step. The initial idea would be to optimize the target velocity vF and the initial acceleration
a0 = (vF − v0)/tF, which defines the piecewise linear velocity profile shown by dashed lines
in Figure 4. To avoid the discontinuity of the piecewise linear profile in its breakpoint, the
velocity trajectory is approximated by a first-order lag term response, which is defined by
the target velocity vF and the time constant TF:

TF
.
v(t) + v(t) = vF (14)
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Note that the time constant TF directly determines the initial and at the same time
maximum acceleration, which is equal to a0 = (vF − v(0))/TF (see Figure 4).

To incorporate the specific velocity trajectory defined by Equation (14) in the MPC
formulation, Model (1) is modified into the following form:

.
s = v,

.
v = − 1

TF
v + 1

TF
vF = −u2v + u1u2, (15)

where the control inputs are the target velocity u1 = vF and the time constant inverse, i.e.,
the bandwidth u2 = 1/TF. Due to the multiplications between control inputs and states, the
model given by Equation (15) is nonlinear. In addition, the acceleration constraint (8), where
a is equal to

.
v defined in Equation (15), is also nonlinear. For such a nonlinear problem, it is

generally convenient to use nonlinear MPC (NMPC). To obtain the discrete-time model, the
state-space system (15) is discretized by using the forward Euler method. As an alternative,
the more accurate and computationally less efficient fourth-order Runge–Kutta method
can be applied [34].

The cost function (6) is expanded with the control input rate penalization to achieve
oscillation-free commands. In order to keep u1 and u2 constant on the prediction horizon
for a favorable computational efficiency, the control horizon is set to the minimum value
Nc = 1 (note that, in this case, the predicted velocity response corresponds to the one shown
in Figure 4). The final NMPC cost function is

min
u2,u1

J =
Np−1

∑
h=0

(
qv(vR − v(h|k))2 + qa(−u2(k)v(h|k) + u1(k)u2(k))

2
)

+r1∆u2
1 + r2∆u2

2,
(16)



Energies 2023, 16, 2006 9 of 20

where ∆u1 = u1(k)− u1(k− 1) and ∆u2 = u2(k)− u2(k− 1). The cost function is subject
to Constraints (8) and (10), and the following constraints on control inputs:

vmin ≤ u1(k) ≤ vmax (17)

1/TFmax ≤ u2(h|k) ≤ 1/TFmin (18)

In order to solve the optimal control problem given by the discrete-time version of
Equations (15)–(18), a nonlinear program is constructed by applying the direct multiple
shooting method [34]. Within MATLAB, this is again performed automatically by using the
CasADi toolbox, and the nonlinear program is solved by using the interior-point method
solver IPOPT [35].

3.3. Parallel Model Predictive Control

The nonlinear process model (15) transforms into a linear model by fixing the time
constant TF. For the fixed inverse of time constant TF, the control input u2 becomes a
parameter κ = 1/TF, which gives the linear model

.
s = v

.
v = −κv + κvF

(19)

The corresponding cost function (16) becomes (cf. Equation (16)):

min
u1

J =
Np−1

∑
h=0

(
qv(vR − v(h|k))2 + qaκ(−v(h|k) + u1(k))

2
)
+ r1∆u2

1, (20)

which is also subject to Constraints (8), (10), and (17). Each individual linear MPC optimal
control problem is transformed into QP by using the same procedure as explained in
Section 3.1. Parallel MPC (PMPC) that mimics NMPC is realized by formulating M linear
process models with different predefined time constants κ, and applying M MPC laws
in parallel at each sampling instant k, which is illustrated in Figure 5. Once all the MPC
solutions are available, the final PMPC output, i.e., the control input a(k) is adopted from
MPC that gives the lowest cost function (20) (see equation given in Figure 5).
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Due to the finite number of (M) linear MPCs, the parameter κ = 1/TF changes in a
stepwise manner when switching individual MPC laws. This would result in a stepwise
change of acceleration command aR = −κ(v + vF), thus causing peaks of vehicle jerk and
affecting the driving comfort. To mitigate the discomfort, one may increase the number
M of parallel MPCs at the expense of increased computational effort. Alternatively, the
PMPC command can be filtered with an acceleration command filter, which results in the
PMPCf strategy shown in Figure 6. The filter may be regarded as a virtual actuator, which
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should be incorporated into the process model. By assuming the first-order lag-type virtual
actuator, the extended process model is formulated as (cf. Equation (19)):

.
s = v
.
v = x f

.
x f = −κ f x f + κ f

(
−κv + κv f

) (21)

where xf is the virtual actuator state that is equal to the actual acceleration a as a response to
the acceleration command aR = −κ(v + vF), and κf = 1/Tf is the virtual actuator bandwidth
(Figure 6). Once the process model (21) is defined, PMPCf is designed by using the same
procedure as described in Figure 5 and the comments above.
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4. Simulation Results
4.1. Simulation Setup and Performance Metrics

This section presents a comparative simulation analysis of the model predictive strate-
gies proposed in Section 3. In the considered scenario, the vehicle should maintain typical
city driving velocity vR = 15 m/s. The initial distance between the vehicle and the traffic
light is set to L0 = 150 m, and the traffic light period is set to 20 s with green- and red-light
periods of 8 and 12 s, respectively. The vehicle should maintain the acceleration within
the bounds of amax = −amin = 5 m/s2, whereas the velocity should stay between vmin = 0
and vmax = 20 m/s. The sampling time is set to Ts = 0.1 s (if not stated otherwise). Full
traffic light preview is utilized, i.e., Np = 200 steps (unless otherwise stated), and in the case
of linear MPC, Nc = Np is set. Nominally, the cost function weights are chosen to qv = 10,
qa = 5, r1 = 0.1, and r2 = 0.1. Unless stated otherwise, PMPC and PMPCf are designed with
10 linear MPCs (M = 10), and the move-blocking MPC is designed with Nb = Np/10 = 20
uniformly distributed blocks.

The overall performance of the control systems is compared in terms of the vehicle
velocity RMS regulation error

vRMS =

√
1

tsim

∫ tsim

0
(vR − v)2dt, (22)

RMS acceleration (discomfort index)

aRMS =

√
1

tsim

∫ tsim

0
a2dt, (23)

traveled distance:
smax = s(tsim) (24)

and computational time texe evaluated on a personal computer based on Intel® i7 central
processing unit operating at 2.8 GHz.

4.2. Linear MPC

Figure 7 illustrates the effect of reducing the prediction horizon length Np from the
nominal value of 200 to 50. In the case of a limited horizon of only 50 steps (i.e., 5 s), the
vehicle swiftly accelerates to the reference velocity of 15 m/s (Figure 7b) while respecting
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the acceleration limit of 5 m/s2 (Figure 7c), maintains this velocity, and then slows down
and almost stops before the traffic light (Figure 7a). This is because the prediction horizon is
not long enough to plan for the upcoming red light. Once the light turns green, the vehicle
accelerates again toward the reference velocity (Figure 7b) and continues driving at that
velocity. For the case of a full horizon (20 s), the vehicle maintains a constant velocity lower
than the reference value, which allows it to safely approach and then cross the traffic light
at t = 20 s. By doing so, the vehicle turns out to have a higher velocity when crossing the
traffic light and achieves a somewhat higher final position than in the limited preview case.
More importantly, the acceleration is smoother, and, thus, the comfort level is higher for
Np = 200 than for Np = 50. While the longer prediction horizon allows for better traffic light
anticipation and overall performance, it results in significantly higher execution times than
the limited one, as illustrated in Figure 7d.
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Figure 8 compares the responses corresponding to different initial velocities: v0 = 0 and
v0 = vR = 15 m/s. In both cases, the nominal value of prediction horizon length is used
(Np = 200), and the resulting performance is similar, i.e., the vehicle adjusts its velocity to a
similar value that allows it to safely cross the traffic light right when it turns green (t = 20 s). In
the case of a high initial velocity (v0 = 15 m/s), the vehicle immediately starts slowing down
with the maximum allowed deceleration (5 m/s2) to a constant velocity. Similarly, for zero
initial velocity, the vehicle immediately starts speeding up with the maximum acceleration
(5 m/s2) to a similar constant velocity. After crossing the traffic light, the vehicle accelerates to
the reference velocity in both cases. The MPC code execution time is comparable to that of
Figure 7 for the same (full) prediction horizon length Np = 200 (Figure 8d).
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The comparative performance of nominal (full) MPC and move-blocking MPC (MPC-
MB) is shown in Figure 9. As expected, the move-blocking strategy significantly reduces
the code execution time compared to the nominal MPC (Figure 9d), while the performance
is only slightly worse. The performance degradation is due to holding the control input
constant over several consecutive prediction steps (see illustration in Figure 3), which
reduces the MPC’s flexibility in shaping the control input.
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The effect of cost function tuning is illustrated in Figure 10. Increasing the acceleration
penalization results in decreased acceleration peaks (Figure 10c), i.e., better comfort. MPC
achieves this by applying lower acceleration values over a longer period. This means that
the vehicle velocity will reach the steady velocity more slowly, (Figure 10b), thus resulting
in somewhat worse performance.
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4.3. Nonlinear MPC

Figure 11 illustrates the influence of the nonlinear process discretization method on
the NMPC performance. Applying the Euler forward method and the fourth-order Runge–
Kutta method gives a similar system response. Based on 100 simulations with similar initial
conditions, the use of the Euler method results in a reduction of the average code execution
time by 24%.
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The influence of the sampling time selection in the Euler discretization method is
illustrated in Figure 12. Increasing the sampling time from 100 ms to 200 ms, and accord-
ingly reducing Np from 200 to 100, marginally impacts the overall system performance.
However, by selecting the higher sampling time, the code execution time is reduced by 34%
on average.
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The comparison of the linear and nonlinear MPC systems is supported through
responses shown in Figure 13. The linear MPC opts for slightly lower approaching velocity
during the red-light period (Figure 13b), which allows it to start accelerating before the
traffic light turns green (Figure 13c). In this way, MPC can cross the traffic light with a
higher velocity and consequently travel further than NMPC. MPC can achieve this since it
has the flexibility to fully shape acceleration and velocity over the whole prediction horizon,
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whereas NMPC is limited to optimizing only two control parameters (the target velocity
vF and time constant TF, Figure 13b,e). This effectively means that, in the NMPC case,
accelerating before t = 20 s is not possible. The NMPC execution time is comparable to that
of MPC, as the burden of applying a more complex nonlinear system optimization solver is
apparently compensated for by the bare minimum number of control profile parameters.
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In the NMPC case, the optimizer sets the target velocity vF to similar values as in the
MPC case in the first half of the response. It then relies on the time constant TF to shape the
acceleration profile, namely it achieves higher acceleration by reducing TF, with a similar
effect on the acceleration response as in the case of the more flexible MPC.

4.4. Parallel MPC

Figure 14 shows comparative responses of the NMPC, PMPC, and PMPCf systems.
PMPC consists of M = 10 linear MPCs, with κ values logarithmically spaced between
0.5 s−1 (TFmax = 2 s) and 5 s−1 (TFmin = 0.2 s). The overall behavior of the NMPC and
PMPC systems is similar, with the difference that the time constant TF(t) commanded by
PMPC has a stepwise shape (Figure 14e), thus resulting in an acceleration chattering effect
(Figure 14c). However, the PMPC execution takes approximately 9.8 ms on average, which
is faster than the NMPC execution time of 16.3 ms. Equally important, the execution time
of PMPC is much more consistent, which facilitates the implementation and real-time
application (Figure 14d).

Accounting for the virtual actuator dynamics through the design of PMPCf makes the
acceleration response smooth for improved comfort (Figure 14c). Including an additional
state variable in the PMPCf prediction model (cf. Equations (19) and (21)) has a negligible
effect on the execution time (Figure 14d).

4.5. Comparison of Performance Metrics

Table 1 presents a comparison of the performance metrics of different MPC strategies.
The nominal (linear) MPC strategy is considered a performance benchmark, as it gives the
minimum value of the cost function J given by Equation (6), maximum traveled distance, and
the lowest RMS velocity tracking error due to its highest flexibility in shaping the acceleration
profile. The move-blocking MPC strategy is characterized by the best comfort and the lowest
execution time. However, this strategy could be prone to feasibility issues. Although NMPC is
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the least flexible in terms of shaping the acceleration profile, its performance is still comparable
to other, more flexible strategies. PMPC also provides comparable results to the nominal
MPC, where the increase in parallel MPC components from M = 10 to M = 20 results in
proportional increases in the execution time, without tangible performance improvement. On
the other hand, for a comparable level of overall performance, the execution time of PMPCf is
considerably lower than that of the nominal case, particularly when the number of parallel
MPC components is reduced from M = 10 to M = 5.
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Table 1. Summary of performance metrics for presented strategies.

MPC Overall Cost *
J × 105

Discomfort Index
aRMS (m/s2)

Velocity
Regulation RMS
Error vRMS (m/s)

Traveled Distance
smax (m)

Execution Time
texe (ms)

Linear MPC 1.2007 1.2661 5.1137 295.8402 13.9

MPC-MB 1.2081 (+0.6%) 1.0956 (−13.5%) 5.2070 (+1.8%) 293.0414
(−0.9%) 1.2 (−91.4%)

NMPC 1.2210 (+1.7%) 1.3437 (+6.1%) 5.2136 (+2.0%) 292.8537
(−1.0%) 16.3 (+17.3%)

PMPC
(M = 10) 1.2286 (+2.3%) 1.3132 (+3.7%) 5.2438 (+2.5%) 291.9483

(−1.3%) 9.8 (−29.5%)

PMPC
(M = 20) 1.2272 (+2.2%) 1.3281 (+5.0%) 5.2413 (+2.5%) 292.0224

(−1.3%) 19.1 (+37.4%)

PMPCf
(M = 10) 1.2304 (+2.5%) 1.2009 (−5.1%) 5.2512 (+2.7%) 291.7150

(−1.4%) 9.8 (−29.5%)

PMPCf
(M = 5) 1.2365 (+3.0%) 1.1424 (−9.8%) 5.2851 (+3.4%) 290.6967

(−1.7%) 5.0 (−64.0%)

* Overall cost is calculated by using Equation (6).

5. Discussion

The presented study has focused on the design and comparative assessment of several
practical MPC strategies. The strategies have been proven to be viable through simulation
verification for a typical AV case study. However, before implementing the designed MPC
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strategies in the considered or a broader AV control scenario, there are several, mostly
practical, considerations that have to be accounted for. Firstly, in real-world applications,
the traffic light state preview will contain some uncertainty. Therefore, the proposed
algorithms should be tested against this uncertainty, and they can be potentially modified
or extended for improved performance in the more complex, stochastic environment.
One of the issues that could arise is related to QP problem infeasibility when a vehicle is
close to the traffic light and its speed is not adapted soon enough due to the presence of
uncertainties. To prevent such cases, traffic light position-related constraints should be
relaxed by introducing a buffer zone, e.g., a 1–2 m long zone, before the traffic light, and a
slack variable should be applied to the position and acceleration constraints to maintain
the QP feasibility while stopping at a safe distance. Similarly, the proposed algorithms
should be tested and potentially modified for the scenarios of multiple traffic lights and
multiple vehicles.

Next, the presented MPC approaches can accommodate a more detailed vehicle
model, which would consider more detailed powertrain lag dynamics and would include
feedforward or feedback-based compensation of aerodynamic drag and rolling resistance.
The extended vehicle model could also include a power consumption submodel. In this
case, the MPC cost function could be extended with an energy/fuel consumption term to
directly account for efficiency (e.g., eco-driving preference of the driver). Similarly, the
cost function can further be reformulated to account for different performance criteria. For
instance, instead of minimizing the vehicle velocity regulation error, one can maximize the
distance traveled. In that case, the vehicle would generally be encouraged to accelerate to
pass the traffic light crossing before the light turns red. The developed MPC framework
should readily be adjusted to allow for such reformulations of the cost function.

Additionally, the robustness of the proposed strategies to unmodeled powertrain
and sensor dynamics should be verified. Besides the robustness analysis, a more detailed
computational efficiency analysis should be carried out to determine appropriate hardware
requirements for the in-vehicle implementation of the control algorithms and/or establish
the tuning trade-off between traffic light preview duration and real-time capability.

Finally, although the considered case study has assumed autonomous driving, the
proposed MPC approaches are not limited to those tasks only. They can be extended
and integrated into existing advanced driving assistance systems, such as adaptive cruise
control, where the speed of the vehicle could be reduced based on the traffic light preview,
and automatic emergency braking systems, which would automatically stop the vehicle if
the driver does not timely react to red traffic light.

6. Conclusions

The presented comparative simulation results have indicated that all the three predic-
tive control approaches (MPC, NMPC, and PMPC) can successfully be applied to control
an AV in the considered scenario of approaching a traffic light. The main advantage of
the proposed NMPC law is that it accommodates a nonlinear process model without com-
promising computational efficiency. This is achieved by describing the vehicle velocity
profile by only a pair of first-order lag term parameters that are optimized on the minimum
(one-step) control horizon. As such, the NMPC strategy can be applied in more general
cases concerning nonlinear and stochastic process/prediction models, e.g., for solving the
AV safe speed control problem while interacting with pedestrians when approaching an
unsignalized crosswalk. The PMPC strategy, particularly its filtered version (PMPCf), can
approach the NMPC performance at a significantly reduced computational cost. However,
due to its structural complexity, it may not be as equally attractive in more general nonlinear
and/or stochastic dynamics cases as in the considered AV case study.
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Abbreviations

Abbreviation Meaning
AV Autonomous vehicle
MPC Model predictive control
NMPC Nonlinear model predictive control
PMPC Parallel model predictive control
PMPCf Parallel model predictive control filtered
MPC-MB Move-blocking model predictive control
RMS Root mean square
TLS Traffic light signal
QP Quadratic program
GLOSA Green-light optimal speed advisory
LTV Linear time varying

Appendix A. Linear Time-Varying Approach to Traffic-Light-Related Constraint

To transform the vehicle position and time-dependent traffic light constraint (4) into a
time-dependent only constraint, the following algorithm is used.

The vehicle position constraint is not applied in the first simulation time step (controller
initialization) since the predicted position vector is empty. In the next and subsequent
sampling instances, the traffic light constraint (10) is based on a modified traffic light state
sequence Smod, which is constructed from the actual traffic light state preview S(h|k) and
the predicted vehicle positions from the perspective of the previous time step, s(h|k − 1).
This is similar to the linear time-varying MPC approach. The algorithm consists of the
following steps:

1. Step-Initialize modified traffic light state prediction with actual traffic light state prediction:

Smod(h|k) = S(h|k), ∀h ∈
{

0, 1, . . . , Np − 1
}

2. Step-Find the prediction time steps in which the vehicle crossed traffic light in the
previous optimization step k − 1 and store the result in vector icross

icross(h− 1|k) =
{

0, for s(h|k− 1) < L0
1, otherwise

3. Step-Modify the traffic light state for the actual prediction horizon, using the following rules:
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• If the vehicle did not cross the traffic light in the previous prediction, i.e., if
icross = 0, set the modified traffic light state to the actual one:

Smod(h|k) = S(h|k), ∀h ∈
{

0, 1, . . . , Np − 1
}

• If the vehicle crossed the traffic light, i.e., if icross 6= 0, find the first step at which
the allowed crossing happened hc, i.e., if S(hc|k) = 0 and icross(hc|k) = 1. Modify
only the remaining part after the initial allowed crossing step hc:

Smod(hc, . . . , Np − 1|k) = 0

This modification considers all traffic light states after hc to be green, since the
vehicle is going to cross during a green light, and all other traffic light states after
the vehicle crosses are not relevant.

o The special case of hc = 0 indicates that the vehicle just crossed the traf-
fic light and that in the next time step the traffic light state should be
considered green.

o In case the crossing is not allowed on the whole prediction horizon (hc is
not found), the modified traffic light state prediction remains the same as
the actual traffic light state prediction:

Smod(h|k) = (h|k), ∀h ∈
{

0, 1, . . . , Np − 1
}

This means that the vehicle was not able to reach the crossing during the
green traffic light phase, or the traffic light was in the red state for the
whole duration of the prediction horizon. As soon as the next green traffic
light phase is included on the horizon, the vehicle will be able to cross.

Appendix B. Potential Infeasibility of the QP for Very Short Control Horizons Nc << Np

For an extremely reduced control horizon in the linear MPC law (Nc << Np), it is possible
for the QP problem to become infeasible. A simple illustration is presented in Figure A1,
where the traffic light is in the red state on the whole prediction horizon, and the vehicle is,
therefore, not allowed to surpass the traffic light position (orange line). In this case, the initial
vehicle velocity is quite high, and the vehicle needs to apply maximum deceleration for the
whole Nc duration, which is in this case the shortest feasible control horizon Nc*. For the
remainder of the prediction horizon, the optimal acceleration control input is zero in order to
stop before the traffic light. If the control horizon is further reduced, i.e., Nc < Nc*, the vehicle
would not be able to stop in time, since the maximum deceleration must be applied during
the whole Nc* time interval, and since Nc < Nc*, the vehicle would still be moving with some
non-zero velocity at the end of Nc. Note that MPC could maintain small nonzero acceleration
in the last step of the control horizon, and that input could hold for the remainder of the
prediction horizon. However, that would cause the vehicle to surpass the traffic light position,
meaning that in this case the vehicle is not able to safely stop using Nc < Nc*.
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